New approach for modeling flow stress of aluminum alloy 6A10 considering temperature variation
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Abstract: The flow stress behavior of aluminum alloy 6A10 was studied by the hot compression tests at temperatures from 350 °C to 550 °C and strain rates from 0.1 s\(^{-1}\) to 10 s\(^{-1}\) with Gleeble-1500 thermo-mechanical simulator. The result demonstrates that the temperatures of specimen differ from initial ones affected by deformation conditions, and that the softening mechanism is dynamic recovery. A new approach was proposed to analyze the flow stress character directly from actual stress, strain, temperature and strain rate data, without performing any previous flow stress correction caused by temperature variation. Comparisons between the experimental and predicted results confirm that the established flow stress model can give reasonable estimation, indicating that the mentioned approach can be used in flow stress model analysis of the materials that undergo only dynamic recovery based on the data obtained under variable deformation temperature.
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1 Introduction

Aluminum alloy 6A10 is a newly developed alloy by adjusting the mass ratio of Mg to Si and adding some chemical elements refining gain size based on aluminum alloy 6061[1]. It has higher strength while maintaining good forgeability, surface quality and corrosion resistance, and it is widely used for automobile chassis parts[2]. Flow stress model that relates the flow stress of a material with a known initial microstructure to the strain, strain rate, and temperature of deformation is an essential input for computer modeling thermo-mechanical process using finite element methods. Therefore, obtaining an accurate flow stress model of aluminum alloy 6A10 is significant for forming process designers.

In the past, a number of research groups have attempted to develop flow stress model of aluminum alloys during different plastic deformation processes and conditions. JANSSON et al[3] obtained the properties of aluminum alloys in sheet hydroforming on the identification of parameters for constitutive models. CHEN et al[4] developed an elastoplastic constitutive description of casting aluminum alloys, which can take into account of the effect of both porosity evolution and large deformation. MA and ROTERS[5] developed a new constitutive model based on the dislocation density for single crystal aluminum at elevated temperatures. AIROD et al[6] carried out a series of compression tests to deduce the flow stress model of commercially pure aluminum deformed at room temperature over a wide range of strain rates. ZHANG et al[7] used hot compression testing of a new Al-Mg-Si-Cu aluminum alloys to model their flow stress in high temperature deformation. Although lots of efforts have been put on the deformation behavior of aluminum alloys, more investigations are needed for the new aluminum alloy 6A10 to realize numerical simulation of hot deformation.

It is very common to observe that specimen temperature does not remain absolutely constant, but change throughout the course of test deformation, which will finally induce the change of flow stress. To deal with this problem, most researchers usually conducted an iterative flow stress correction procedure before the constitutive analysis[8–10]. Whereas, this work is going to carry out a series of hot compression tests to develop flow stress model for the aluminum alloy 6A10 directly.
from the actual stress, strain, temperature and strain rate data, without conducting any previous flow stress correction. The validity of the proposed flow stress model was also analyzed.

2 Experimental

The chemical compositions of aluminum alloy 6A10 are listed in Table 1 and the specimens (d10 mm×15 mm, as shown in Fig.1) used in compression tests were machined from the as-received industrially cast bars with the heat-treatment at 540 °C for 2 h.

<table>
<thead>
<tr>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7–1.1</td>
<td>≤0.25</td>
<td>0.3–0.8</td>
<td>0.3–0.6</td>
<td>0.7–1.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cr</th>
<th>Zn</th>
<th>Ti</th>
<th>Zr</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05–0.25</td>
<td>≤0.20</td>
<td>0.02–0.10</td>
<td>0.04–0.20</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Fig.1 Specimen used in hot compression tests

The compression test conducted on Gleeble-1500 simulator was used to investigate the flow stress behavior of aluminum alloy 6A10. Specimens were heated to 550 °C at a heating rate of 10 °C/s and held for 5 min in order to obtain well-proportioned and homogeneous microstructure. Then, they were cooled to deformation temperatures at a cooling rate of 5 °C/s and homogenized for 30 s to eliminate thermal gradients before deformation was initiated. Four different deformation temperatures (350, 400, 500, 550 °C) and three different strain rates (0.1, 1, 10 s⁻¹) were used in the compression process, and the total equivalent strain ε was 0.8. Then, specimens were rapidly quenched in water to preserve the microstructure after hot deformation. In order to reduce the friction between the anvils and specimen during compression, tantalum sheet together with graphite powder were used on both sides of the specimen. Because of the high thermal conductivity of aluminum alloy, the temperature measured by a thermo-couple in the deformation zone was close to the mean temperature of specimen and could be used directly.

3 Results

3.1 Change of actual deformation temperatures during compression

Due to the conversion of plastic work into heat and heat losses by conduction, convection, and radiation between the specimen and its surroundings, the actual specimen temperatures differ from the initial ones. At low strain rates, such as 0.1 s⁻¹ and 1 s⁻¹, there was enough time for the thermo-couple to achieve actual specimen temperature. However, when the strain rate reached 10 s⁻¹, the deformation time was so short that the specimen temperature attained lagged behind the actual one because of limited sensitivity of thermo-couple. Therefore, to overcome this difficulty, the incremental procedure[11] was used to calculate the temperature increase during compression at strain rate of 10 s⁻¹. It was assumed that the temperature rise was uniform throughout the specimen and that the changes in ρ (density) and c (specific heat) during the temperature interval δT could be neglected. The increase in temperature was evaluated using the following expression:

$$\int_{T_0}^{T_{end}} \rho c dT = \int_{e_0}^{e_{end}} \sigma d\varepsilon$$

$$\Delta T = (\int_{e_0}^{e_{end}} \sigma d\varepsilon)/(\rho c) \quad (1)$$

Fig.2 presents the effect of strain rate on deformation temperature at a given initial temperature of 400 °C, which shows that during testing at strain rate of 0.1 s⁻¹, the deformation temperature decreases by up to ~6 °C as a consequence of chilling of the specimen, whereas during testing at strain rate of 1 s⁻¹ and 10 s⁻¹, it increases by up to ~12 °C and ~26 °C, respectively, due to the deformation heat.
3.2 General characteristics of microstructure evolution and equivalent stress—strain curves

Fig. 3 and Fig. 4 show the typical microstructures of original and as-deformed state of aluminum alloy 6A10, respectively. The original grain structure was equiaxed and the deformed ones elongated perpendicularly to the compression direction (as arrowed in Fig. 4) and without any new grains formed, which implied that the softening mechanism of this alloy is dynamic recovery rather than dynamic recrystallization due to its high dislocation energy[12].

In Fig. 5, the solid lines show the equivalent stress—strain curves obtained from the tests conducted, and all of the curves are described based on the initial specimen temperature. As can be observed, at low strains, most of the curves present a small hardening transient which subsequently develops into a saturation state. The rate at which this saturation level is achieved depends strongly on deformation temperature and strain rate. The hardening transient is more clearly observed at low deformation temperatures and high strain rates. Also, when saturation is attained, the stress level increases either as the deformation temperature decreases or as the strain rate increases. Besides, for a given test condition, the values of saturation stress do not keep constant, which is caused by the change of deformation temperature as discussed in the last section. On the one hand...
hand, the increase of temperature induces a drop in flow stress (1 s\(^{-1}\) and 10 s\(^{-1}\)). On the other hand, the decrease of temperature results in an increase of flow stress (0.1 s\(^{-1}\)).

4 Modeling flow stress of aluminum alloy 6A10

4.1 Introduction of flow stress model

SAH et al[13] put forward an exponential-saturation model for equivalent flow stress \(\sigma\) as a function of equivalent strain \(\varepsilon\):

\[
\sigma = \sigma_0 = (\sigma_s - \sigma_0)[1 - \exp(\varepsilon / \varepsilon_r)]^m
\]

where \(\sigma_0\) is the initial flow stress, \(\sigma_s\) is the saturation flow stress, \(m\) is a constant and \(\varepsilon_r\) is the relaxation strain constant, which can be described as follows[14]:

\[
\varepsilon_r = a\sigma_s^2 + b
\]

where \(a\) and \(b\) are material constants.

The relationship among flow stress, strain rate and temperature of metal during hot deformation can be usually expressed as follows[15]:

For low stress level \((\alpha\sigma<0.8)\),

\[
\dot{\varepsilon} = A_1\sigma^n
\]

For high stress level \((\alpha\sigma<1.2)\),

\[
\dot{\varepsilon} = A_2 \exp(\beta\sigma)
\]

For all stress level,

\[
\dot{\varepsilon} = A[\sinh(\alpha\sigma)]^n \exp[-Q/(RT)]
\]

where \(A_1, A_2, n, A, \alpha, \beta\) are material constants, which are independent of the deformed temperatures; \(\dot{\varepsilon}\) is the strain rate (s\(^{-1}\)); \(R\) is the gas constant (8.31 J/(mol·K)); \(T\) is the absolute temperature (K); \(Q\) is the activation energy of hot deformation (J/mol); and \(\sigma\) is the stress at any constant strain (MPa). The relationship among the value of \(\alpha, \beta\) and \(n\) is as follows

\[
\alpha = \beta / n
\]

ZENER and HOLLOMON[16] proposed an expression describing the relationship between the temperature and strain rate as follows:

\[
Z = \dot{\varepsilon} \exp[Q/(RT)]
\]

where \(Z\) is Zener-Hollomon parameter, which is a factor of strain rate compensated by temperature (s\(^{-1}\)).

Over the whole stress range, substituting Eq.(6) into Eq.(8) gives

\[
Z = \dot{\varepsilon} \exp[Q/(RT)] = A[\sinh(\alpha\sigma)]^n
\]

Based on Eq. (9), the flow stress \(\sigma\) can be written as a function of Zener-Hollomon parameter, considering the definition of the hyperbolic sine law.

\[
\sigma = \frac{1}{\alpha} \ln\left\{\left(\frac{Z}{A}\right)^{1/n} + \left((\frac{Z}{A})^{2/n} + 1\right)^{1/2}\right\}
\]

4.2 Modeling initial flow stress \(\sigma_0\) of aluminum alloy 6A10

The equivalent stress–strain data obtained from compression tests under different strain rate and different initial temperature conditions can be used to determine material constants in flow stress model.

Taking the logarithm of both sides of Eqs.(4) and (5), respectively, the mean value of \(n_1\) can be calculated as 6.04 at low stress level (for temperature of 500, 550 °C) from the slope of \(\ln\dot{\varepsilon} - \ln\sigma\) plot (Fig.6), and the mean value of \(\beta\) as 0.31 MPa\(^{-1}\) at high stress level (for temperature of 350, 400 °C) from the slope of \(\ln\dot{\varepsilon} - \sigma\) plot (Fig.7). In order to determine the value of \(\alpha\), the value of \(n=n_1\) was taken as a first approximation in Eq.(7), and \(\alpha=\beta/n=0.052\) MPa\(^{-1}\).

![Fig.6 Relationship between ln\(\dot{\varepsilon}\) and ln\(\sigma\)](image)

![Fig.7 Relationship between ln\(\dot{\varepsilon}\) and \(\sigma\)](image)
shown in Fig.8, and $\ln[\sinh(\alpha\sigma)]$ is plotted against $1/T$ as shown in Fig.9, respectively. It is shown that $n$ and $\ln(A/Q(RT))$ are responding to the slope and intercept of the lines in Fig.8, respectively, and $Q/(RN)$ is responding to the slope of the lines in Fig.9. Therefore, the mean values of $n$, $A$ and $Q$ can be easily obtained as 4.98, $6.95 \times 10^3$ s$^{-1}$ and 166.08 kJ/mol, respectively.

Then, the value of $n$ was substituted into Eq.(7) and iterated to obtain the optimum values of $\alpha$, $n$, $Q$ and $A$, until the standard deviation of $n$ reached the minimum value. These optimized parameters are given in Table 2.

### Table 2 Parameters in initial flow stress and saturation stress model of aluminum alloy 6A10

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\alpha$ (MPa$^{-1}$)</th>
<th>$n$</th>
<th>$Q$ (J·mol$^{-1}$)</th>
<th>$A$ (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_0$</td>
<td>0.07</td>
<td>4.45</td>
<td>187 829.72</td>
<td>2.96×10$^{10}$</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>0.034</td>
<td>4.49</td>
<td>149 682.58</td>
<td>2.95×10$^{10}$</td>
</tr>
</tbody>
</table>

### 4.3 Modeling of saturation stress $\sigma_s$ of aluminum alloy 6A10

If it is assumed that at a large effective strain (e.g. $\geq 0.6$), saturation state has been achieved, and the flow stress, temperature and strain rate data would allow the evaluation of the flow stress behavior of the alloy under saturation conditions. However, the procedure of modeling initial flow stress described in last section was not suitable for modeling saturation stress, as the deformation temperature corresponding to saturation stress was not constant. As saturation stress, strain rate, and temperature data are precisely known, the incorporation of these data into Eq.(10) for the evaluation of the saturation behavior of the model is possible. All the parameters involved can be readily determined by means of non-linear least squares analysis. Table 2 summarizes the results obtained and Fig.10 illustrates the graphical representation of the data. As expected, the model provides a satisfactory description of the data in the range of conditions explored.

### 4.4 Fitting and verification of flow stress model of aluminum alloy 6A10

After modeling both initial stress and saturation stress of aluminum alloy 6A10, the flow stress model requires the simultaneous determination of three other parameters, $a$ and $b$ (Eq.(3)), and $m$ (Eq.(2)). The different parameters involved in the model under consideration can be readily determined by minimizing the quadratic difference between the experimental values of the flow stress and those predicted by the model, that is to say,

$$\Omega_{min} = \sum (\sigma_i^{exp} - \sigma_i^{calc})^2$$

The optimized values of $a$, $b$ and $m$ were achieved as 0.07, $1.2 \times 10^{-5}$ and 0.5, respectively. Finally, the flow stress model of aluminum alloy 6A10 is summarized as follows:
\[
\sigma = \sigma_0 + (\sigma_0 - \sigma_0)\left(1 - \exp\left(\frac{\varepsilon}{\varepsilon_0}\right)\right)^{1/2}
\]

\[
\sigma_0 = 14.29\ln\left\{\left(\frac{2.96 \times 10^{10}}{Z_0}\right)^{1/4.45} + \left(\frac{2.96 \times 10^{10}}{Z_0}\right)^{2/4.45} + 1\right\}^{1/2}
\]

\[
Z_0 = \varepsilon \exp\left[187.829.72/(RT)\right]
\]

\[
\sigma_s = 29.41\ln\left\{\left(\frac{2.95 \times 10^{8}}{Z_s}\right)^{1/4.49} + \left(\frac{2.95 \times 10^{8}}{Z_s}\right)^{2/4.49} + 1\right\}^{1/2}
\]

\[
Z_s = \varepsilon \exp\left[149.682.58/(RT)\right]
\]

\[
\varepsilon_0 = 1.2 \times 10^{-5} \sigma_s^2 + 0.07
\]

The symbols in Fig.5 illustrate the results obtained with the application of the model for the description of the experimental data, which shows that in general, such an approach provides a satisfactory outcome. Major differences between the predicted and the experimental data are found under deformation conditions at 350 °C and 10 s⁻¹, 400 °C and 1 s⁻¹, and 500 °C and 0.1 s⁻¹. The deviations are not observed to be systematic because the model predicts either an overestimation or an underestimation of the experimental flow stress, depending on the deformation condition considered.

As can be observed in Fig.5, the model is able to show the trend of the experimental data quite satisfactorily. Particularly, when the material is deformed at elevated strain rates, the deformation temperature rises obviously due to the deformation heat, which also induces a drop in the flow stress. This phenomenon could be predicted preferably by this model.

5 Conclusions

1) During the process of hot compression tests for aluminum alloy 6A10, the temperatures of specimen are different from initial ones, due to the effect of both deformation heat and the heat exchange between specimen and its surroundings. At low strain rates (0.1 s⁻¹), specimen temperatures are lower than initial ones, inducing the rise of flow stress. While at high strain rates (1 s⁻¹ and 10 s⁻¹), specimen temperatures are higher than initial ones, resulting in the drop of flow stress.

2) The flow stress description of aluminum alloy 6A10 under dynamic recovery was analyzed by a new approach based on an exponential–saturation model, which was conducted from the actual stress, strain, temperature, and strain rate without performing any previous flow stress correction, and the model finally provided satisfactory results. It is concluded that the new approach is suitable for flow stress model analysis of the materials that undergo only dynamic recovery considering deformation temperature variation.
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