Quantitative analysis of impurities in aluminum alloys by laser-induced breakdown spectroscopy without internal calibration
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Abstract: To develop a fast and sensitive alloy elemental analysis method, a laser-induced breakdown spectroscopy (LIBS) system was established and used to carry out quantitative analysis of impurities in aluminum alloys in air at atmospheric pressure. A digital storage oscilloscope was used as signal recording instrument, instead of traditional gate integrator or Boxcar averager, to reduce the cost of the whole system. Linear calibration curves in the concentration range of $4 \times 10^{-5} - 10^{-2}$ are built for Mg, Cr, Mn, Cu and Zn using absolute line intensity without internal calibrations. Limits of detection for these five elements in aluminum alloy are determined to be $(2-90) \times 10^{-6}$. It is demonstrated that LIBS can provide quantitative trace elemental analysis in alloys even without internal calibration. This approach is easy to use in metallurgy industries and relative research fields.
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1 Introduction

Fast, accurate impurities elemental analysis for alloys is very important for product’s quality control in lots of industrial processes. Laser-induced breakdown spectroscopy (LIBS) is a fast developing elemental analysis approach that has been widely used in qualitative and quantitative elemental analysis for different alloys, such as steel[1−3], copper-based alloys [4−5], zinc alloy[6] and gold jewellery[7−8] due to its versatility, minimal sample preparation and simplicity. LIBS is also used for precipitates identification[9], surface-scanning microanalysis[10] and industrial on-line analysis for aluminum alloys[11−12].

For quantitative elemental analysis, in order to reduce mass ablation variation effect and matrix effect, internal calibration method is generally used[11−18]. In this method, an element with known concentration and one of its adequate analyzed lines have to be selected as internal calibration standard, and the intensity ratio is plotted versus concentration ratio between the analyzed element and internal standard element to construct calibration curves.

The usage of internal calibration method has two difficulties: first, it is not always easy to have concentration information for the standard element; second, if a high concentration element is selected as the internal standard, self-absorption effect for resonant lines is usually unavoidable. Therefore, these lines cannot be selected as internal standard lines. To overcome these drawbacks, a direct calibration method with absolute line intensity of the analyzed element has been tested[19−21] and compared with internal calibration method[22−24] by studying aluminum alloy with LIBS. It was demonstrated that it was possible to construct a good calibration curve for one element based on its absolute line intensity without using internal calibration.

The purpose of this work is to set up a less expensive LIBS system and take fast quantitative alloy elemental analysis in air at atmospheric pressure. The system introduced here will be found wide applications in nonferrous metallurgy industries and relative research fields.

2 Experimental

Fig.1 shows a schematic diagram of the experimental setup used in this work. The fundamental output (1 064 nm) of a Q-switched Nd: YAG laser (Joyee Technologies, Turbolite 1000) with 12 ns pulse width and 5 Hz repetition rate was focused by a spherical lens
Fig. 1 Schematic diagram of experimental set-up of laser-induced breakdown spectroscopy

L1 (BK7, \( L_f = 100 \) mm) on the surface of a rotating alloy rod to generate laser-induced plasma. An iris was put in front of L1 to adjust laser energy. The typical pulse energy used in the experiment was \( 15 - 30 \) mJ. Plasma emission was collected by the spherical lens L2 (BK7, \( L_f = 150 \) mm) into a parallel beam. This beam was reflected by the folding mirror RM and then focused by the spherical lens L3 (BK7, \( L_f = 250 \) mm) onto the entrance slit of a 50 cm monochromator (Tianjin Tuopu, Model WDS-5) equipped with a 1200 L/mm diffraction grating and a photomultiplier tube (Hamamatsu, CR114). Both widths of the entrance and exit slits of the monochromator were set at 200 \( \mu \)m in experiments.

The electric signal was monitored with a 250 MHz digital storage oscilloscope (Good Will, GDS-840C) and waveform data of the oscilloscope were transferred to a computer via a GPIB interface for analysis. A fast photodiode receiving scattering laser light was used to generate a trigger source for the oscilloscope. All experiments in this work were carried out in air at atmospheric pressure. Five standard aluminum alloy samples GBW02215−02219 were purchased from Institute of Standard Materials in Fushun Factory of Aluminum, China for constructing calibration curves. The concentrations of different elements are listed in Table 1.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Mg</th>
<th>Cr</th>
<th>Mn</th>
<th>Cu</th>
<th>Zn</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBW02215</td>
<td>1.00</td>
<td>0.15</td>
<td>0.010</td>
<td>0.19</td>
<td>0.011</td>
</tr>
<tr>
<td>GBW02216</td>
<td>0.81</td>
<td>0.10</td>
<td>0.051</td>
<td>0.15</td>
<td>0.046</td>
</tr>
<tr>
<td>GBW02217</td>
<td>0.60</td>
<td>0.050</td>
<td>0.099</td>
<td>0.10</td>
<td>0.089</td>
</tr>
<tr>
<td>GBW02218</td>
<td>0.39</td>
<td>0.010</td>
<td>0.15</td>
<td>0.053</td>
<td>0.14</td>
</tr>
<tr>
<td>GBW02219</td>
<td>0.21</td>
<td>0.0047</td>
<td>0.21</td>
<td>0.016</td>
<td>0.20</td>
</tr>
</tbody>
</table>

3 Results and discussion

3.1 Theoretical bases for quantitative analysis

Under the condition of optical thin plasma, that is, the optical length times absorption efficient is less than 1.0, and supposing local thermodynamics equilibrium occurs, the intensity of an atomic emission spectral line is[25]

\[ I = \frac{hcgAN}{4\pi\lambda Z} \exp\left(-\frac{W}{kT_e}\right) \]  

(1)

where \( h \) is Planck’s constant; \( c \) is velocity of light; \( g \) is degeneracy of a given energy state; \( A \) is Einstein coefficient for spontaneous emission; \( N \) is the total population of the atom or ion concerned; \( \lambda \) is wavelength; \( Z \) is partition function; \( W \) is energy of the upper state; \( k \) is Boltzmann’s constant and \( T_e \) is the electron temperature. From this equation, \( I \propto N \), and this is the basis of construction calibration curve to realize quantitative analysis for one element. The only parameter affecting calibration curve is \( T_e \), which is dependent on the matrix and ablation conditions. Therefore, if one calibration curve of the absolute intensity versus concentration is obtained using standard samples, quantitative analysis of an analyzed sample with similar matrix as the standard sample and under same ablation condition with LIBS will be possible.

If the intensity ratio of a spectral line emitted by a trace element (denoted \( i \)) to that emitted by the major constituent (\( j \)) is taken, then

\[ \frac{I_i}{I_j} = \frac{N_i g_i A_i \lambda_i}{N_j g_j A_j \lambda_j} \exp\left(-\frac{\Delta W}{kT_e}\right) \]  

(2)

where \( \Delta W = W_i - W_j \). If \( \Delta W = 0 \), the intensity ratio will be independent (or only a weak function) of temperature. This is the basis of internal standard calibration for quantitative analysis.

3.2 Time-resolved detection and spectra observation

At a few microseconds after laser ablation, the spectrum of the plasma is dominated by continuum emission. Electron ion collisions in the plasma plume produce Bremsstrahlung radiation across the bandwidth. This radiation shows short lifetime. As the plasma cools down, the electron density of the plasma decreases and the continuum emission fades. Atomic emissions are clear enough to detect. Fig. 2 shows the temporal profile of Cu 324.75 nm line obtained under 15 mJ excitation pulse energy. The saturated peak at the beginning is electron Bremsstrahlung emission. Starting from 3 \( \mu \)s, Cu atomic emission is dominated. This can be proofed by tuning the monochromator to a wavelength without atomic emission and recording temporal profile of the continuum emission. To reduce the contribution of the Bremsstrahlung emission to the background signal, a time-resolved detection is necessary. Adequate gate delay
and gate width should be selected according to emission duration of different atomic lines. In this work, for lines of different analyzed elements, gate delay was set at 5 μs and gate width was 2.5 μs. Fig.3 shows a typical spectrum of aluminum alloy (Sample No. GBW02215) recorded under these gate parameters.

**Fig.2** Temporal profile of Cu emission at 324.75 nm from laser-induced plasma of aluminum alloy

**Fig.3** Typical plasma emission spectrum of aluminum alloy obtained with 5 μs gate delay and 2.5 μs gate width under 15 mJ laser energy

### 3.3 Signal reproducibility

The main reason of using internal calibration is to reduce error from variation of mass ablation and plasma property for each laser shot. If the LIBS system works under stable condition, plasma emission will be only affected by laser energy and inhomogeneity of the samples. These can be reduced by averaging the signal for many events under the same experimental conditions. In our experiments, we first observed signal fluctuation for single laser shot (the maximum signal fluctuation is larger than 12%); then we set the oscilloscope at 128 averaged mode and to take average of Cu 324.75 nm emission for 1 min (300 shots) for ten times. The results are plotted in Fig.4. The statistical relative standard deviation is reduced to 5%. Therefore, the averaged signal intensity can be used directly to construct calibration curves for the trace elements in aluminum alloys based on standard samples within small deviation.

**Fig.4** Signal reproducibility and relative standard deviation of Cu 324.75 nm emission (Signal is averaged for 300 shots; 5 μs gate delay and 2.5 μs gate width are used to obtain signal intensity; Inlet is overlapped plots of ten temporal profiles)

### 3.4 Calibration curves

The calibration curves of Mg, Cr, Mn, Cu and Zn were constructed using integrated absolute line intensity and known concentrations for different elements in standard aluminum alloy samples. For all five elements, the same gate parameters were used (5 μs gate delay and 2.5 μs gate width) and the signals were all averaged for 300 shots using oscilloscope. The calibration curves are shown in Figs.5(a)–(c), all fitted with linear lines.

### 3.5 Limits of detection

The limit of detection (LOD) for each element was determined according to the definition $L_D=3\sigma_B/s$, where $\sigma_B$ is the standard deviation of the background; $s$ is the sensitivity that is determined by the slope of the calibration curve. $\sigma_B$ was determined according to the standard deviation of ten runs of the background signal at a wavelength close to the analyzed line. To obtain the intensity of the background signal, the same gate delay (5 μs) and gate width (2.5 μs) were used. Fig.6 shows background intensity of ten runs, where the detection wavelength is 323.5 nm. The inlet shows temporal profile of ten runs at 323.5 nm and one run at 324.75 nm (Cu line) while using one aluminum standard sample (No. GBW02219).

Table 2 lists the analyzed lines, LODs for different elements achieved in this work and gives a comparison with LODs achieved in other works using same analyzed lines. According to data on signal intensities recorded in
Fig. 5 Calibration curves of Mg, Mn, Cr, Cu and Zn for aluminum alloys (Error bars show standard deviations estimated according to different measurements under same condition)

Fig. 6 Standard deviation of background signal (Signal is taken at 323.5 nm. Inlet shows temporal profile of ten runs at 323.5 nm and one run at 324.75 nm (Cu line) for comparison)

Table 2 Comparison of LODs in this work with those in other works using same analyzed lines

<table>
<thead>
<tr>
<th>Element</th>
<th>Wavelength/ nm</th>
<th>Detection limit in this work/ 10^{-6}</th>
<th>Detection limit in other works/ 10^{-6}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg</td>
<td>383.83</td>
<td>88.4</td>
<td>7 [22]^{2)}</td>
</tr>
<tr>
<td>Cr</td>
<td>425.43</td>
<td>13.6</td>
<td>10 [21]^{3)}</td>
</tr>
<tr>
<td>Mn</td>
<td>403.31, 403.45^{1)}</td>
<td>8.0</td>
<td>65 [14]^{5), 6.7 [19]</td>
</tr>
<tr>
<td>Cu</td>
<td>324.75</td>
<td>2.2</td>
<td>33 [14], 7 [19]; 80 [21]; 56 [22]</td>
</tr>
<tr>
<td>Zn</td>
<td>330.26, 330.30</td>
<td>48.6</td>
<td>38 [22]</td>
</tr>
</tbody>
</table>

1) Two lines are not resolved, and combined intensity is used in measurement; 2) With fiber optics; 3) Single pulse; 4) Echelle spectrometer

Further efforts to improve detection limits for different elements in aluminum alloys include: using gateable high voltage on the photomultiplier to reduce contribution of the Bremsstrahlung emission to the background, therefore the signal to background ratio is enhanced; and cooling the photomultiplier tube to decrease thermal noise of the signal.

4 Conclusions

1) A digital storage oscilloscope can be used as signal recording instrument, instead of traditional gate integrator or Boxcar averager, to reduce the cost of a LIBS system.

2) Using LIBS to realize quantitative trace elemental analysis in alloys, the calibration curves can be constructed by absolute line intensity versus concentrations of the elements without internal calibrations.

3) Calibration curves for Mg, Cr, Mn, Cu and Zn are constructed in $4 \times 10^{-5}$–$10^{-2}$ concentration for aluminum alloys experimentally.
4) $(2−90) \times 10^{-6}$ detection limits can be reached for Mg, Cr, Mn, Cu and Zn in aluminum alloys.
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