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Abstract: In order to improve the prediction accuracy of random forest (RF), k-nearest neighbor (KNN), gradient
boosted decision trees (GBDT) and extreme gradient boosting (XGBoost) models, a fused strategy was proposed for
predicting the glass forming ability (GFA) of bulk metallic glasses (BMGs). Feature vectors were extracted using a
trained convolutional neural network (CNN), and alloy composition information was the only variable input without
requiring various physical and chemical properties acquired from experiments. Besides, the hyperparameters of RF,
KNN, GBDT and XGBoost models were optimized by grid search method and k-fold cross validation. The obtained
results show that the accuracy of CNN—RF, CNN-KNN, CNN—-GBDT and CNN—XGBoost fused models proposed in
this work in predicting GFA is higher than that of the four machine learning models mentioned above (i.e., RF, KNN,
GBDT and XGBoost models), implying that the trained CNN could extract feature more effectively than manual feature
construction. Furthermore, compared with previously reported machine learning models and GFA criteria, the proposed
fused models could predict the GFA of BMG more accurately.
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glass types have been developed by trial-and-error
method, which is an effective and commonly
used research method with extensive experiments.
However, the process of trial-and-error method

1 Introduction

Metallic glasses (MGs), especially bulk

metallic glasses (BMGs), as a new type of structural
and functional materials, have attracted extensive
research enthusiasm since their discovery. Though
they possess many excellent mechanical, physical
and chemical properties such as extremely high
strength and hardness [1], high wear and corrosion
resistance [2], as well as their excellent magnetic [3]
and catalytic properties [4,5], the research and
development of MGs are limited due to their
macroscopic brittle nature and low glass forming
ability (GFA) [6,7]. Thus, how to improve the GFA
of MGs and produce large-size specimens has
become a hot topic.

In the past few decades, thousands of metal

usually takes a long time and consumes materials.
Some empirical criteria for gauging GFA have
been proposed to accelerate the development cycle
of MGs, such as Ty, (=Ty/Ti, T; is glass transition
temperature and 77 is liquidus temperature) [8],
AT(=TTg, Tx is onset crystallization temperature)
[91, yELATHT)) [10], ym(=QRTT)/Ty [11],
the enthalpy of mixing (AHmix) [12], the enthalpy
of formation of solid solution (AHs) [13],
configurational entropy (AS:) [14], mismatch
entropy (S,) [15], atomic size difference (5) [12],
and valence electron concentration (VEC) [16].
These criteria are lack of generality and strongly
rely on experimental measurements, which are not
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easy to accurately identify. So, it is necessary to
make more efforts to explore the basic properties of
MGs to exploit novel MGs with high GFA.

With the development of technology and the
accumulation of data, different machine learning (ML)
approaches, i.e. artificial neural network [17-23],
k-nearest neighbor (KNN) [20,24], support vector
machine (SVM) [19,20,24,25], convolutional
neural network (CNN) [19,21,26], decision tree
(DT) [24,27], random forest (RF) [22,24,28,29],
gradient boosted decision trees (GBDT) [30], extreme
gradient boosting algorithm (XGBoost) [29,31,32],
generative adversarial networks (GAN) [33], and
reinforcement learning [34] have been extensively
employed to accelerate the discovery of different
materials. In particular, researchers have carried out
extensive research on MGs with ML [35]. LIU
et al [36] applied four ML models, namely RF,
KNN, GBDT and XGBoost to predict GFA of
amorphous alloys, respectively. LI et al [37] used
XGBoost, artificial neural networks (ANN) and RF
to predict the magnetic properties of Fe-based MGs
with consideration of GFA. While the effectiveness
of the general ML model in materials science has
been confirmed, and the multilayer network model
with more complex structure has also been used for
research. LIU et al [38] trained a back propagation
neural network model (BPNN) based on a dataset
assembled from thousands of ternary alloys and
accurately identified the MG and non-MG
classes. SAMAVATIAN et al [39] proposed a new
correlation-based neural network (CBNN) approach
to assess critical casting thickness (Dmax), reduced
glass transition temperature, and elastic modulus.
These studies show that ML approaches have great
potential in searching for new MGs and evaluating
their properties.

In this work, a fused strategy combining CNN
model and traditional ML model is proposed. The
alloy composition information is used as the only
variable input, which takes into account the
possible combination space of 100 alloy elements
from element H to element Fm. Then, the trained
CNN model is used to extract feature vectors, and
the above feature vectors are used as the input of
traditional ML model to predict Dmax of amorphous
alloy, which avoids manual feature extraction. RF,
KNN, GBDT and XGBoost are four traditional ML
models mainly considered in this work, and they are
optimized by grid search method and k-fold cross

validation (k=10). In addition, the impact of
different features obtained from different hidden
layers of CNN on the results is explored. Finally, by
comparing the fused models with the four above-
mentioned ML models and some previous reported
models/criteria, the potential significance of our
framework in developing large MGs with GFA is
highlighted.

2 Dataset and ML framework

2.1 Dataset

The glass formation dataset used in this work
is based on the dataset of ZHANG et al [40]. 1888
amorphous alloy samples with Dmax value greater
than 1 mm include 622 Fe-, 279 Zr-, 184 Cu-, 142
Mg-, 142 Ti-, 95 La-, 80 Ni-, 67 Ca-, 58 Ce-, 56
Co-, 28 Gd-, 20 Pd-, 15 Nd-, 13 Mn-, 12 Pr-, 11 Tb-,
7 Au-, 6 Hf-, 6 CoFe-, 5 Y-, 5 Yb-, 5 Er-, 4 Ag-, 4
Ho-, 4 Sm-, 4 Pt-, 4 Cr-, 3 Dy-, 2 Tm-, 2 Sc-, 1 Mo-,
1 Be-, and 1 Zn-based alloys. Figure 1 shows the
distribution of Dma. It can be found that the
samples with Dmax between 1 and 5 mm account for
the vast majority, reaching 72.19%, the samples
with Dmnax between 5 and 20 mm account for
25.85%, and the samples with Dmac more than
20 mm only account for 1.96%. Obviously, the data
distribution is unbalanced with a positive skewness
value of 5.193. There may be intensive training for
the amorphous alloy samples with smaller Diax,
while insufficient training for samples with larger
Dhmax, resulting in overfitting or underfitting [41].
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Fig. 1 Dpax distribution in dataset

2.2 ML framework
Due to their characteristics of simple structure,
easy implementation and low computational cost,
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traditional machine learning models such as RF and
KNN have shown strong performance in different
tasks and great potential in promoting the
development of materials science. Generally, the
key and appropriate feature descriptors, which are
media that link material composition with material
properties, are extracted from the influencing
factors created based on domain knowledge, and
used as the input of ML to derive the relationship
between the feature descriptors and the target
attributes. For instance, the physical and chemical
factors, such as atomic size difference and melting
temperature are selected to predict the GFA in the
field of MGs. Thus, when the traditional ML model
is applied, the basic qualities of the corresponding
background common sense and theoretical knowledge
are strictly required for researchers to select more
appropriate feature descriptors.

The recently developed CNN is likely useful to
directly learn the most useful spatial statistics
objectively from the available data [42]. CNN is an
end-to-end learning model, which produces a more
advanced feature extraction method and can extract
more complex features from the input space. The
parameters of feature extraction are obtained
through training data learning, which avoids manual
feature extraction. CNN model has also been
proved to provide guidance for the development
and preparation of amorphous alloys in previous
studies [19,21,26,40]. Despite a costly initial
training cycle, deployment and utilization of
learned CNN models are very efficient, and the
filters learned by CNNs can be used as permanent
feature embedding with a sufficiently large
dataset [42]. Therefore, we consider combining
CNN as a feature extractor with traditional ML to
predict GFA more accurately.

Figure 2 the workflow of the
proposed the fused ML framework. The first step
is to preprocess the dataset. The percentage of
amorphous alloy elements from element H to
element Fm is taken into account and mapped to a
10x10 feature graph, which can search for possible
amorphous alloys in a wide range of spaces.
Secondly, a trained CNN model is used to extract
feature vectors from the above feature map.
Therefore, the trained CNN model is required to
accurately describe the relationship between the
dataset and the feature vectors. Finally, the

1llustrates

corresponding feature vectors are used as the input
of the traditional ML model for the fitting of Diax.
The same procedure is used for prediction.

The ML approach is implemented by using the
Scikit-learn ML framework. In order to avoid
repeated work, the trained CNN model obtained in
previous work [40] is directly adopted. Since the
ability of the trained CNN model to accurately
predict the GFA of BMGs has been verified in
previous work, the feature vectors extracted from
the hidden layer of the model certainly have the
representation ability for GFA. Besides, taking the
percentage of amorphous alloy elements as the only
input variable can reduce the demand for some
physical parameters obtained in experiment. RF,
KNN, GBDT and XGBoost are the four traditional
ML algorithms selected in this work, and their
hyperparameters will be optimized by grid search
method and A-fold cross wvalidation (4=10).
Generally, the process of grid search is time-
consuming. In order to reduce the calculation cost,
we optimize the hyperparameter values in a small
range based on the hyperparameter values in
Ref. [36]. Moreover, 10-fold cross wvalidation is
employed to evaluate the performance of ML
models in the work. As shown in Fig. 3, the dataset
is divided into 10 parts without repetition. In the kth
iteration, the kth part of dataset is used as the test
set, and the remaining data is used as the training
set. The final evaluation is given on average
according to the estimation of 10 rounds.

2.3 Model evaluation index

Three regression evaluation indexes are used
to evaluate the performance of model and expressed
as follows:
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where Emag is the mean absolute error, Eruvsk is the
root mean absolute error, R is the coefficient of
determination, » is the number of samples, p, is
the ith predicted value, y; is the ith measured value,
and y 1is the average value of all measured values.
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Fig. 2 Workflow of proposed fused ML framework
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While the closer to 0 the values of Emar and Ermse
are, the smaller the error is, and the closer to 1 the
value of R? is, the better the model is.

3 Results and discussion

3.1 Dumax prediction of fused models

The whole BMGs dataset is randomly divided
into training set and test set with a ratio of &:2,
where the training set is used for model training and
the test set is used for the predictive performance of
the model. The training set and test set are disjoint,
which ensures that the test set can objectively
evaluate the prediction performance of each trained
model. The optimal hyperparameter combination of
ML model is determined by training the model on

Ting ZHANG, et al/Trans. Nonferrous Met. Soc. China 34(2024) 1558—1570

the training set through grid search method and
10-fold cross validation. As we all know, some
hyperparameters for algorithms have more influence
on the results, while some have less influence. In
order to reduce the computational cost, only a part
of hyperparameters for algorithms are optimized
based on literature [36]. Through grid search method
and 10-fold cross validation, the hyperparameter
combinations of RF, KNN, GBDT and XGBoost
with the highest scores are shown in Table 1.

Figure 4 shows the CNN model structure
obtained in previous work [40] and the change
process of its data. The hidden layers, except for
the input layer and the output layer, are labeled as
h1l, h2, h3, h4 and hS5, respectively. And in our
code, the features of different hidden layers with the

Dataset Training set Test set Prediction
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Fig. 3 Workflow of 10-fold cross validation

Table 1 Optimal hyperparameters through grid search method for RF, KNN, GBDT and XGBoost models

Model Hyperparameter
RF n_estimators = 54 max_depth = 15
KNN n_estimators = 12 weights = ‘distance’
GBDT n_estimators = 55 learning rate = 0.11 loss = ‘lad’ max_depth = 25
XGBoost n_estimators = 18 max_depth =8 learning_rate = 0.1 reg_lambda = 0.32

Fig. 4 Structure of CNN model obtained in previous work [40] and change process of its data
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10x10 feature graphs constructed by the element
percentage as the input of CNN model are obtained
by the model.get layer() function of the Python
deep learning API named Keras. Then, these
features are converted into vectors and used as the
input of RF, KNN, GBDT and XGBoost models to
explore the impact of features with different layers
on the model.

The training and test R? values of the feature
vectors with different hidden layers for different
models are shown in Fig. 5. It was found that the R?
value of the h3 layer decreased slightly and then
gradually increased to the maximum value at the h5
layer. We suggest that although the calculation
efficiency is improved through the pooling
operation of the h3 layer, the direct reduction of the
dimension also has a certain impact on the results.
Then, the full connection layers integrate the
information, resulting in the improvement of the R?
of the next few layers. In addition, the model is
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trained as a whole, so it is obvious that the feature
vectors of the last hidden layer h5 are the most
representative and serve as the final input of the
general machine learning models.

The final fused models are called CNN—REF,
CNN-KNN, CNN-GBDT and CNN-XGBoost
models and the results of them are shown in
Figs. 6—9 and Table 2 in detail. In these figures, the
x-axis represents the predicted values of Dmax by the
above models and the y-axis represents the
measured values of Dmax. An auxiliary dotted line is
also added with the equation y=x. The closer the
point to the dotted line is, the better the prediction is.
Besides, the distributions of the residuals (Residuals
are computed as the difference between measured
Dpax and predicted Dmax) are depicted in the
corresponding subplots. The results show that these
fused models have good fitting effects with the
training R* values greater than 0.9 and the test R
values greater than 0.85.
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Fig. 5 Training and test R* values of feature vectors with different hidden layers for RF (a), KNN (b), GBDT (c¢) and

XGBoost (d) models
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3.2 Performance comparison of fused models for
predicting GFA of BMGs

In order to illustrate the advantages of the
proposed model framework, the traditional RF,
KNN, GBDT and XGBoost models are used for
prediction under the same conditions, and the
corresponding results are shown in Figs. 10—13 and
Table 3. The results show that these traditional
models also predict well, with the training R* values

greater than 0.8 and the test R® values greater
than 0.7. However, the corresponding comparison
between the tables of the two groups of models
displays that the training and test R® values of
the fused models increased by 15.67%, 17.12%,
12.95% and 14.26%, respectively, compared with
the traditional ML models. It can also be seen
intuitively from the figures that compared with the
traditional ML models, the data points of the fused
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Table 2 Values of Emar, Ermse and R? obtained for CNN—RF, CNN—KNN, CNN-GBDT and CNN—XGBoost models

Training set Test set
Model
EMAE/mm ERMSE/mm R2 EMAE/mm ERMSE/mm R2
CNN-RF 0.4319 0.7455 0.9775 0.9596 1.6948 09144
CNN-KNN 0.0471 0.2826 0.9915 0.9047 1.6965 09142
CNN-GBDT 0.1787 1.8746 0.9435 0.8889 1.9049 0.8918
CNN—-XGBoost 0.9445 2.3031 0.9305 1.2972 2.1354 0.8641
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Table 3 Values of Emar, Ermse and R? obtained for traditional ML models of RF, KNN, GBDT and XGBoost

Training set Test set
Model
EMAE/mm ERMSE/mm R2 EMAE/mm ERMSE/mm R2
RF 0.9570 2.3289 0.9298 1.8057 2.8511 0.7577
KNN 0.0471 0.2826 0.9915 1.78087 2.9361 0.7430
GBDT 0.3604 3.0467 0.9081 1.6452 2.8239 0.7623
XGBoost 1.5537 5.9877 0.8194 2.0271 3.0566 0.7215

models are more concentrated and closer to the
straight dotted line y=x in both the training set and
the test set. This proves that CNN has the function
of feature learning and extraction, and can improve
the fitting effect when combined with the traditional
ML model.

Furthermore, we can also compare the fused
models with other GFA criteria or ML methods in
the previous literature [43—46]. LONG et al [43],
DENG et al [44], MASTROPIETRO and
MOYA [45], and MAIJID et al [46] have reported
their R? values of 0.42759, 0.43244, 0.90000, and
0.57790 respectively on their entire datasets, as

shown in Table 4. We obtained four different
datasets from Refs. [43—46] and used them as inputs
of the fused models in this work, respectively. The
results are shown in Fig. 14, which shows that
the R? values of the fused models based on four

Table 4 Relevant information of previous literature

Number of BMGs Criterion R? Ref.
622 X 0.42759 [43]
665 1) 0.43244 [44]
480 Ensemble model  0.90000 [45]
349 GRNN 0.57790 [46]
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datasets are greater than 0.9 and are higher than the
R? values in the original literature. This proves that
our strategy has greater potential in predicting GFA
of BMG than other GFA criteria or ML methods.

4 Conclusions

(1) Four fused models, namely CNN-REF,
CNN-KNN, CNN-GBDT and CNN—-XGBoost
were proposed and trained to predict the GFA of
BMGs. The results show that these models possess
excellent prediction performance, with the training
R? values greater than 0.9 and the test R? values
greater than 0.85.

(2) Alloy composition is the only variable
input. Therefore, the suggested framework can be
applicable to different BMGs as long as the

constituent elements in these BMGs lie in element
range from H to Fm in the periodic table.

(3) The trained CNN models are very efficient,
and the corresponding filters can be used as feature
embedding of RF, KNN, GBDT and XGBoost
models, avoiding manual feature extraction. In
the meantime, the features extracted from the
last hidden layer of the learned CNNs are more
representative than those of other hidden layers.

(4) Compared with RF, KNN, GBDT and
XGBoost models, the prediction accuracy of
CNN-RF, CNN-KNN, CNN-GBDT and CNN-
XGBoost models increased by 15.67%, 17.12%,
12.95% and 14.26%, respectively. Compared with
the previous reported models and/or criteria, the
four proposed fused models also have better
performance in predicting the GFA of BMG.
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