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Abstract: Pre-melting is a phenomenon that below the melting point the liquid-like structure appears at the grain- 
boundary while the grain interior remains a crystal structure. The phase-field crystal method was employed to 
investigate the early evolution of the liquid pools in pre-melting regions, mainly involving four structural 
transformations: solid−solid state → small droplet → large liquid pool → homogeneous liquid melting. The 
microscopic morphology and free energy variation with different average atomic densities demonstrate that the average 
atomic density is sensitive to the morphological characteristics of liquid pools. Both two-dimensional and 
three-dimensional simulation results show that the amplitude reduction of order parameters can promote the 
order−disorder transition of grain boundaries, causing pre-melting in the edge dislocation aggregation. The relationship 
between the average atomic density and the width of the liquid pools is verified from thermodynamics, which provides 
a prerequisite for the application of high-temperature strain in the later stage to some extent. 
Key words: phase-field crystal method; pre-melting; edge dislocations; liquid pools 
                                                                                                             

 

 

1 Introduction 
 

The special properties of metal materials in the 
nano-scale tremendously depend on the internal 
microstructure [1,2]. Therefore, scholars are 
required to constantly go deep into the micro-nano 
level to investigate the internal structure and defects 
of materials [3,4]. As a kind of surface defect, grain 
boundary is characterized by a loose structure 
formed by the irregular arrangement of atoms. 
These structures are not fixed and they can change 
accordingly at different temperatures [5]. Most of 
the grain boundaries (GBs) remain in equilibrium at 
low temperatures. However, the GBs change from 
an ordered state to a disordered state as temperature 
increases, particularly near the melting point. At the 
GBs, impurity atoms are enriched by the 
component segregation and internal adsorption, 
causing the decrease of melting point. Therefore, 

the sample is easy to induce pre-melting during the 
heating process [6,7]. This phenomenon was first 
observed in pure aluminum [8]. Subsequently, 
ALSAYED et al [6] found grain boundary 
pre-melting (GBPM) at the dislocation aggregation 
of the thermal reaction gel sphere. This type of 
GBPM was defined as defect-induced pre-melting. 
However, a weakness of this method is that it is 
sometimes difficult to accurately observe the 
specific process of GBPM [9−11]. Therefore, 
computer simulation exerts a prominent role as a 
bridge between macro-experiment and micro- 
theory. 

ELDER et al [12,13] proposed the phase-field 
crystal (PFC) model based on the classical density 
functional theory, which laid the theoretical 
foundation of PFC. As a chain between the 
molecular dynamics (MD) [14−16] and the 
traditional phase-field method (TPF) [17−19], the 
proposed method can be self-consistently coupled  
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from the time scale of atomic vibration 
characteristics (10−12 s) to the thermal and mass 
diffusion time scale (10−6 s) related to dislocation 
dynamics [20]. On this basis, the symmetry on the 
lattice level can be displayed to reflect the physical 
properties associated with certain periodicities, such 
as elastic−plastic deformation, dislocation defects, 
and elastic distortion of the lattice [21,22]. By 
employing a simple PFC model, MELLENTHIN  
et al [23] reported the GBPM phenomenon of a 
two-dimensional (2-D) hexagonal phase when the 
temperature was below the melting point from a 
thermodynamic point. In the meantime, they also 
found the standard critical wetting conditions and 
the relationship between the separation potential of 
the giant canonical system and the liquid film width, 
providing a theoretical thermodynamic basis for 
GBPM research. ADLAND et al [24] quantitatively 
calculated the disjoining potential of the whole 
range of θ=0°−90° in (BCC) Fe. When θmin<θ<θmax, 
the width of liquid layer had logarithmic divergence, 
corresponding to a pure repulsive disjoining potential. 
Otherwise, it was an attractive disjoining potential. 

In recent years, some scholars have been keen 
to study the characteristics of pre-melting or 
melting region structures of defects such as grain 
boundary dislocations under high-temperature 
stress, and have also achieved a lot of meaningful 
results [25−29]. However, these results were based 
on the existence of a stable pre-melted or melted 
structure in the early stage, which had a high 
dependence on the average atomic density [30−35]. 
Consequently, understanding the early evolution of 
the GBPM region and the influence of different 
atomic densities on its structure in the stress-less 
state would provide a prerequisite for strain 
application at the later stage. 

In the present study, we systematically study 
the effect of average atomic density on the rule of 
the early evolution and transformation of liquid 
pools in the GBPM region characterized by atomic 
density distribution and free energy change. And the 
behavior for the atomic density dependence of the 
liquid pool width can qualitatively be calculated by 
the thermodynamic method. 
 
2 PFC model of pre-melting 
 
2.1 Model and basic equations 

The phase-field crystal model (PFC) is closely 

related to the classical density functional theory 
(CDF) [36−38]. The unique feature of this model is 
that the free energy function is constructed into a 
conservative atomic density field system with 
periodically ordered parameters, which can better 
display the structural characteristics and atomic- 
scale behavior of the crystalline [39,40]. The PFC 
model was first derived from the Swift−Hohenberg 
equation of nonlinear dynamics [13,41,42]. It could 
show the periodic structure of crystal by one ground 
state of free energy. After the dimensionless 
treatment, free energy can be expressed as 

4
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where F is the total free energy of the system as the 
function ρ. ρ is local-time-averaged atomic density, 
which is a periodic density wave in solid phase and 
a constant in liquid phase. 2 stands for the 
Laplace operator. r is a parameter related to the 
temperature. The smaller the absolute value of r is, 
the higher the actual temperature is. 2( )   
indicates the state of the wave in the reciprocal 
space, reflecting the periodic structure of the  
system. x is the spatial position vector. 

In this model, the evolution of locally 
conserved order parameters is described by the 
Cahn−Hillard dynamic equation of the conservative 
field [14,43]: 
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where t is the time step. 

To minimize the free energy, the expression  
of Eq. (1) can be obtained by single-mode 
approximation [44]. After dimensionless treatment, 
atomic density for the triangular phase in 
equilibrium can be approximated as 

 
1 2

( , ) [cos( )cos( ) cos( )]
23 3

t

y y
x y A x  

q q
q     (3) 

 
where q is the wave vector, At denotes the periodic 
structure amplitude of solid-state atomic density. 
The expression of amplitude At and wave vector q is 
obtained by substituting the above formula into the 
free energy function of Eq. (1), and the results are  
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According to Ref. [45], we can obtain the form 
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of the minimum free energy function about the 
liquid phase, triangular phase, and strip phase. The 
two-dimensional (2-D) phase diagrams of the three 
phases can be determined by the calculation method 
of equilibrium phase diagrams, as shown in Fig. 1. 
 
2.2 Numerical method 

In this work, the semi-implicit Fourier spectral 
method [10,46] is used to solve Eq. (2) in time and 
space. One of the advantages of this method is that 
the Laplacian operator with high order can be 
expressed by the algebraic expression of the wave 
vector in frequency space. After transformation, this 
method is in line with the periodic lattice law of 
crystal arrangement. Therefore, the atomic density 
at the next moment can be simplified by 
discretizing Eq. (2) in space and time: 
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where k is the wave vector of Fourier space and 
satisfies k2=|k|2. {ρ}k,t and {ρ}k,t+Δt represent the 
atomic density at the time t and the next time t+Δt 
in Fourier space, respectively. 
 
2.3 Parameter setting and simulation details 
2.3.1 Design of initial parameters 

For simplicity, the crystalline symmetry of the 
triangular phase in 2-D is equivalent to the {111} 
family of planes in a face-centered cubic (fcc) 
lattice, as shown in Fig. 2. Assuming that the 
directions of the x-axis and the y-axis are [1 10]  
and [112] , respectively, for the triangular phase, 
the six vector directions of the extra half-atom  
array can be expressed as 1 [1 10],n  2 [011],n  

3 [101],n 4 [110],n 5 [01 1]n  and 6 [10 1].n  
According to the Ref. [47], space step and time step 
are set as Δx=Δy=π/4 and Δt=0.5, respectively. The 
scale range of the standard square is set as 
Lx×Ly=512Δx×512Δy. To set the bi-crystal structure, 

 

 

Fig. 1 Two-dimensional (2-D) phase diagram used in simulation (L, S and T represent liquid phase, strip phase, and 

triangular phase, respectively) (a) and partial enlargement drawing (b) 
 

 
Fig. 2 Schematic diagrams of face-centered cube (fcc) structure: (a) There-dimensional (3-D) atomic arrangement 

diagram on (111) plane; (b) 2-D atomic arrangement diagram on (111) plane; (c) Crystal orientation of 2-D triangle 

phase 
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the simulation region is divided into three parts: 
0<x<Lx/4, Lx/4<x<3Lx/4, and 3Lx/4<x<Lx. 
2.3.2 Simulation details 

The simulation process in this work is divided 
into the following three stages, and the specific 
parameters involved are given in Table 1. 

(1) Prepare solidified bi-crystal samples at low 
temperature (r=−0.3). The method is to make the 
initial liquid phase rapidly solidify through 
heterogeneous nucleation to form a stable grain 
boundary after solidification (i.e. the initial grain 
boundary of premelting in the following text); 

(2) Load at a constant dimensionless strain rate 
(εꞏ=2×10−6) and heat the sample to a high 
temperature (r=−0.1) (below the melting point), so 
that the pre-melting of solid phase grain boundary 
formed in (1) occurs; 

(3) Keep the temperature at (2) to make the 
sample more fully pre-melted to form a liquid-like 
region. 

 
3 Simulation results 
 
3.1 Microstructure of GBs 

Figure 3 shows the atomic density evolution 
diagram during the initialization stage of the solid 

phase corresponding to Sample A (r=−0.3 and 
ρ0=−0.198). The initial crystal nucleus with θ=8.4° 
is pre-set in the supercooled liquid phase, as shown 
in Fig. 3(a). It can be seen that there is a 
supercooled liquid phase between the two nuclei, 
which is shown in the dark blue region with 
uniform color. As the solidification process 
continues, the crystal nucleus in Fig. 3(b) continues 
to grow and consumes the surrounding liquid phase. 
At this time, the disordered atoms in the liquid 
phase are driven by free energy to move into the 
solid phase and occupy the corresponding balance 
position. When t* continues to extend, the 
supercooled liquid phase in the system is exhausted, 
and the grain boundary structure can be observed in 
the stable triangular phase in Fig. 3(c). 

The microstructural morphology of the 
low-angle symmetrical tilt grain boundaries 
(LASTGBs) with θ=8.4° at different temperatures is 
shown in Fig. 4, presenting that the structure of 
dislocation pairs at grain boundaries is substantially 
the same whether at low or high temperatures. On 
the grain boundary of the same side, two different 
types of dislocation pairs are alternately arranged  
(I, II or III, IV) with a total of 10 dislocation pairs. 
Each dislocation pair is composed of two edge-type 

 
Table 1 Parameters for sample preparation shown in Fig. 1(b) 

Sample 
First step (low temperature) Second step (high temperature) Third step (relaxation stage) 

r ρ0 r ρ0 r ρ0 

A −0.3 −0.188 −0.1 −0.188 −0.1 −0.188 

B −0.3 −0.197 −0.1 −0.197 −0.1 −0.197 

C −0.3 −0.199 −0.1 −0.199 −0.1 −0.199 

D −0.3 −0.202 −0.1 −0.202 −0.1 −0.202 

 

 

Fig. 3 Formation of low-angle symmetric tilted grain boundaries in bi-crystal solidification process with r=−0.3 and 

ρ0=−0.198: (a) t*=50; (b) t*=100; (c) t*=150 
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Fig. 4 Snapshots of low-angle GB at θ=8.4° and ρ0=−0.188: (a) No pre-melting at low temperature (r=−0.3);        

(b) Pre-melting at high temperature (r=−0.1); (c) Partial enlargement of dislocation configuration in yellow circles;   

(d) Crystal orientation of dislocation pairs 

 

dislocations with an angle of 60° [48] (the local 
enlarged image and their vector direction are shown 
in Figs. 4(c, d), respectively). LUCADAMO and 
MEDLIN [49] used TEM to observe the formation 
mechanism of dislocation array during the growth 
process at high temperature. It was found that the 
dislocations were arranged at equal intervals on the 
twin boundary and remain straight. This result is 
consistent with our simulation results in Fig. 4. 
Combined with Fig. 2, the directions of extra half 
atom arrays of Type I, II, III and IV are n4+n5, 
n4+n3, n1+n6, and n1+n2, respectively. With the rise 
of the temperature, it is not difficult to find that the 
dislocation pairs preferentially produce lattice 
softening on the GBs. The main feature is that 
liquid phase regions surround the dislocations, but 
the atomic structure is not destroyed, and only the 
diminution of atomic order degree around 
dislocation pair (light blue region) occurs. This 
phenomenon is consistent with the experimental 
results. For example, pre-melting of bulk colloidal 
crystals was caused by defects (dislocation, vacancy, 

etc) using real-time video microscopy [6] and the 
premelting of single crystal copper was induced by 
dislocation motion and dislocation interactions 
under shock compression [50]. 
 
3.2 Generation and evolution of GBPM 

Figure 5 shows the early evolution process of 
liquid pools in the GBPM region, which can be 
divided into three stages. In the first stage, the 
stable grain boundaries form at low temperatures, 
which are composed of a series of edge dislocation 
pairs at a certain distance. Besides, their specific 
structures are similar to Fig. 4. Figures 5(b−d) 
present the second stage in which the temperature 
of Sample C is raised from a low-temperature 
condition (r=−0.3) to a high-temperature condition 
(r=−0.1) at a constant rate. With increasing the 
temperature, the thermal motion of the atoms 
accelerates, and the dislocations that make up the 
GBs move under the driving of temperature. 
Subsequently, when the temperature of the system 
uniformly increases to r=−0.2, the order of atoms at 
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Fig. 5 Evolution of liquid pools of Sample D (ρ0=−0.199): (a) t*=50000, r=−0.3; (b) t*=100000, r=−0.2; (c) t*=142000, 

r=−0.116; (d) t*=150000, r=−0.1; (e) t*=170000, r=−0.1; (f) t*=200000, r=−0.1 

 
the dislocation aggregation decreases due to lattice 
softening. However, the lattice atoms are not 
destroyed. Accordingly, the atoms at the grain 
boundaries in Fig. 5(b) are still arranged neatly and 
the system keeps solid−solid state. In Fig. 5(c), the 
atomic disorder increases significantly in the 
pre-melting region (marked with a red circle), 
which causes those small droplets around 
dislocation pairs to form at the GBs. That is to say, 
there is an incubation period in the pre-melting 
process. 

In the second stage, as shown in Figs. 5(d, e), 
under the interaction force among atoms, the 
dislocation pairs begin to climb along the GBs, 
leading to the interconnection between adjacent 
droplets, and a larger liquid pool eventually forms. 
This phenomenon is similar to the sessile extrinsic 
grain boundary dislocation arrays after annealing 
treatment, which is caused by the climbing of 
dislocations in triple lines [51]. The white arrows 
present the climbing direction. The dislocation 
configuration of the liquid pools is composed of 
four edge dislocations (the yellow box in Fig. 5(d)). 
In the third stage (Figs. 5(e, f)), it can be observed 

that with relaxation time prolonging, the liquid 
pools at the GBs begin to nucleate and grow. The 
chemical potential energy generated by the phase 
change drives the movement of dislocations at the 
grain boundaries. At this point, the solid phase 
bridge between adjacent liquid pools is broken, 
forming a uniform liquid phase melting zone. In 
other words, the expansion of liquid pools is 
essentially the complete fracture of solid bridges in 
the two melting zones. 

In Fig. 5(b), it is worth noting that the adjacent 
dislocation pairs A and B at the right GB are 
mutually repelled because their Burgers vector 
direction is identical. To present the difference 
between the two GBs clearly, red dotted lines 1 and 
2 are made along with the direction of vertical GBs. 
Figure 6 demonstrates that the atomic density 
curves are composed of several peaks and valleys. 
The wave peaks represent the position of atoms and 
the wave valleys represent the gap between atoms. 
Additionally, different amplitude also has different 
meanings. If the amplitude of the atoms oscillates 
slightly (violently) within a fixed value range, the 
atoms are in the liquid-state (solid-state). The S1 and 
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S2 represent the solid phase and the liquid phase 
region at the GBs, respectively. In Fig. 6(a), two S1 

and S2 regions appear, corresponding to the two 
liquid phase regions at the GBs of the red dotted 
line 1 in Fig. 5(f). However, there only exists one S2 
region in Fig. 6(b), due to the fact that a pair of 
dislocations on the right GB still stays in solid-state, 
as shown by the red dotted line 2 in Fig. 5(f). 
 

 

Fig. 6 Atomic density distributions in y-direction inside 

crystal in Fig. 5(f): (a) Red dashed line 1; (b) Red dashed 

line 2 

 
Figure 7 shows the change of free energy of 

Sample D for 100000 time-steps to raise the 
temperature and 50000 time-steps to relax. To 
distinguish the two stages, local amplification is 
performed at the upper right of the figure. The left 
side of the blue dotted line presents the heating 
stage, and the right side indicates the relaxation 
stage. Intuitively, it appears intuitive that the free 
energy of the system tends to flat overall in the 
heating stage, maybe because as the temperature 
increases, the attractive force between adjacent 
dislocation pairs does not work. At this time, the 

dislocation drags the droplets closer to each other 
and thus the free energy of the system decreases. 
Meanwhile, with temperature rising, it is easier for 
atoms to overcome the diffusion barrier, providing a 
powerful condition for dislocation climbing. The 
climbing process can release the distortion energy 
effectively to reduce the energy of the system. 
During the heat preservation stage, the free energy 
of the system remains unchanged because the 
distortion energy in the high-temperature area can 
be stored, which can thus provide the energy for the 
expansion of the subsequent liquid pools. 
 

 
Fig. 7 Free energy curve of Sample C (ρ0=−0.199) 

 

3.3 Evolution of liquid pools at different ρ0 
Figure 8 shows the evolution of liquid pools of 

Samples A, B, C and D at different average atomic 
density ρ0. For Sample A with high average atomic 
density, the independent dislocation pairs 
surrounded by a single liquid phase region 
gradually form at the GBs. At this point, the atoms 
at the GBs remain in a solid−solid state. When the 
time step is 100000, small droplets of Sample B 
occur at the dislocation aggregation. Subsequently, 
due to the different directions of the Burgers vector, 
adjacent small droplets attract each other in the 
same GB. Eventually, two droplets merge into an 
elliptical liquid pool. For Sample C, as the average 
atomic density decreases, the appearance of the 
liquid pool can relax some lattice distortion. At this 
time, the fracture of the solid bridge connecting 
adjacent liquid pools leads to the formation of a 
homogeneous liquid phase (marked with a red 
dashed line in Fig. 8(c2)). In Sample D, the liquid 
phase continuously devours the surrounding solid 
phase with the increase of time step, making its area 
enlarged. Briefly, at the same r, the atomic density 
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Fig. 8 Influence of average atomic density on evolution of liquid pools (Samples A, B, C and D): (a1−a4) ρ0=−0.188; 

(b1−b4) ρ0=−0.197; (c1−c4) ρ0=−0.199; (d1−d4) ρ0=−0.202; (a1−d1) t1
*=150000; (a2−d2) t2

*=156000; (a3−d3) t3
*=165000; 

(a4−d4) t4
*=200000 

 
of the solid phase is larger. When r is reduced, 
atoms of GBs diffuse violently and liquid phase 
forms easily. 

The energy analysis of the evolutionary 
process for liquid pools is performed and the 
energy−time curves are illustrated in Fig. 9. It is not 
difficult to understand that the variation trend of 
free energy curves at different average atomic 
densities is consistent, which is firstly decreased 
and then stabilized. To plainly describe the energy 
change in the initial stage, the curve of the initial 
stage is enlarged locally and the specific data are 
presented in Table 2, showing that the energy of the 
initial stage is approximately in the range of 
0.21−0.24. As the average atomic density increases, 

both the initial energy and diffusion rate of   
atoms slow down, and thus the crystal phase 
characteristics of atoms at GBs become more 
obvious. Therefore, when the system evolves to an 
equilibrium state, it becomes more difficult to 
induce pre-melting, and the system remains in solid 
state, such as Sample A. When ρ0 decreases from 
−0.188 to −0.202, the difference of free energy 
changes from 0.00562 to 0.00589, indicating that as 
ρ0 decreases, the energy declines faster and the 
atoms can diffuse more fully within a shorter time. 
As a result, the smaller barrier of the adjacent 
droplets combines, suggesting that it is easier to 
form a uniform liquid phase and the width of liquid 
pools is larger. 
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Fig. 9 Free energy curves at different average atomic 

densities for r=−0.1 

 
Table 2 Free energy values at different ρ0 

ρ0 f1 f2 Δf 

−0.188 0.02113 0.01551 0.00562 

−0.197 0.02358 0.01780 0.00578 

−0.199 0.02402 0.01819 0.00583 

−0.202 0.02466 0.01877 0.00589 

ρ0−Average atomic density; f1−Initial free energy; f2−Final free 

energy; Δf−Difference between f1 and f2 

 
4 Discussion 
 
4.1 Thermodynamic analysis 

In this work, the excess mass theory [22] is 
used to calculate the width of liquid pools. The total 
mass of the system simulated is conserved. 
However, the chemical potential of system is 
changed. Thus, the excess mass theory can be 
transformed into a chemical potential change at the 
GBs to define the width of liquid pools. 

The dimensionless chemical potential in the 
PFC model is defined as 
 

2 3(1 )
F

u r  



    


                (6) 

 
The liquid pools width (w) can be expressed in 

the following form: 
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where y is the length perpendicular to the GBs.  
ul(ρ) (us(ρ)) stands for the chemical potential of the 
liquid (solid) phases at  the same density. To 
facilitate the correspondence between different 

densities and temperature states, u is redefined   
as ρ0:  

eq
s 0
eq eq
s l

u
 
 





                            (8) 

 
where ρ0 is the average atomic density of the liquid 
phase, which needs to be set in advance. eq

s  and 
eq
l  indicate the density of the solid phase and the 

liquid phase at a fixed r, respectively. 
As shown in Fig. 10, the curve generally 

shows an increasing tendency. To correspond to the 
atomic microstructure topography, the curve is 
divided into three stages (I, II and III). Stage I has a 
negative value, indicating that there is no uniform 
liquid phase in this stage, and the GBs remain in 
solid state, such as Sample A. Stage II is expressed 
as a positive value, which indicates that a 
significant pre-melting phenomenon has occurred. 
In this stage, with the decrease of ρ0, the thermal 
motion of atoms is intensified and the lattice 
distortion energy at GBs becomes large, which 
induces pre-melting. At this point, the system 
gradually transits from solid-state to small droplet 
state and then to liquid pool state, as shown in 
Sample B. In Stage III, the adjacent liquid pools 
extend to the opposite direction to merge with each 
other, thereby forming a uniform liquid phase. 
Consequently, the width of liquid pools increases 
relatively slowly during this stage, as shown by 
Samples C and D. 
 

 

Fig. 10 Change of liquid pools width w with ρ0 

 
4.2 3-D simulation 

At the same spatial scale, the computing space 
and time needed to change from two-dimensional 
matrix to three-dimensional matrix increase 
exponentially. To save calculation time and space, 
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the selected simulation area is 128×128×128. At the 
same time, Grains 1 and 2 are set in 1<Lx<46 and 
82<Lx<128, respectively, and a liquid region with 
the volume of 36×128×128 is set in the middle, as 
shown in the blue region in Figs. 11(a1, a2). The 
initial average atom density is ρ0=−0.202. It can be 
seen from Fig. 11 that, the grains on both sides 
continuously swallow the supercooled liquid phase 
in the middle driven by free energy, thus forming 
the three-dimensional structure of Fig. 11(b1). Due 
to the different orientations of Grains 1 and 2, it is 
easy to cause extra half atoms during the collision, 
resulting in dislocations in the yellow circle. As the 
temperature increases, the atoms in the box in 
Fig. 11(b2) soften. When the temperature rises to 
r=−0.1, the pre-melting phenomenon shown in 
Fig. 11(c2) appears. That is to say, the overall 
evolution law is consistent with the two- 
dimensional results, which verifies the correctness 
of the two-dimensional simulation results. 

 
4.3 High-temperature strain action 

The grains will deform under the external 
stress, causing the morphology of pre-melting  
zone and dislocation to change. The isovolumic 
assumption for the deformation process of the 
two-dimensional system is adopted [52]. The 
dimensionless strain rate   is 6×10−6. 

S=ΔxꞏΔy=Δx′×Δy′                        (9) 
 

(1 )x x nd x n x t x n t                  (10) 
 

x y y
y

x n t
    

 
                      (11) 

 
where Δx and Δy are the initial space steps, Δx′ and 
Δy′ are the deformed space steps. 

The morphology of the high-temperature 
pre-melting zone and the dislocation evolution 
mechanism are shown in Fig. 12 under the action of 
external stress. Here, the vertical dislocations are 
ignored to more intuitively display the movement of 
the dislocation and the change of the pre-melting 
zone induced by the external strain. It can be seen 
from Figs. 12(a−d) that the oblique dislocations 
with the same Burgers vectors on the original grain 
boundaries begin to separate two sub boundaries 
(III and IV) through sliding motion, as shown by 
the black dotted line. The splitting of the original 
grain boundary occurs in the nucleation of 
deformed grains to form a gap between two sub 
boundaries. In this case, new deformed Grains 3 
and 4 form between the original grain boundaries 
and the sub-grain boundaries in Fig. 12(b). It seems 
intuitive that in this temperature range, the 
morphology of the pre-melting zone is not changed 
by the applied stress, and the pre-melting zone 

 

 
Fig. 11 Schematic diagram of 3-D simulation results: (a1−c1) 3D simulation result; (a2−c2) 2D cross-sectional view 

along [0 32 32]; (a1, a2) t*=1, r=−0.3; (b1, b2) t*=5000, r=−0.3; (c1, c2) t*=50000, r=−0.3 
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Fig. 12 Evolution of pre-melting zone induced by external strain: (a−d) Far away from solid−liquid coexistence zone 

(ρ0=−0.188, r=−0.1); (e−h) Close to solid−liquid coexistence zone (ρ0=−0.197); (i−l) In solid−liquid coexistence zone 

(ρ0=−0.199); (a, e, i) t*=200000; (b, f, j) t*=210000; (c, g, k) t*=217000; (d, h, l) t*=220000 

 

disappears with the annihilation of the grain 
boundary. This indicates that the pre-melted regions 
caused by lattice distortion weakens the interaction 
between atoms around and reduces the lattice 
resistance (Peierls Nabarro forces) required for the 
whole slip process. MOMPIOU et al [53] observed 
the whole process of annihilation of aluminum 
films by in situ transmission electron microscopy. 
In the process of grain shrinkage, dislocation 
emission was often related to the formation of 
sub-crystal due to stress concentration, and the final 
annihilation was completed. A similar phenomenon 
also exists in our PFC simulation. 

The dislocation evolution in the high- 
temperature pre-melting zone induced by external 
stress close to the solid−liquid coexistence 
temperature is illustrated in Figs. 12(e−h). It can be 
seen that the dislocations in those zones migrate 
and annihilate, and the expansion, connection and 
fracture of the pre-melting zones appear due to the 
interaction of dislocations. In the whole process, the 
morphology in the pre-melting area changes from 

small droplet shape to sector shape, to heart shape, 
to wave shape, and to complete crystal grains. 

In the solid−liquid coexistence temperature 
range, due to the obvious lattice softening, a 
uniform liquid film forms, which leads to the 
intensification of atomic thermal motion. This 
phenomenon not only facilitates the migration of 
atoms, but also promotes the initiation of new 
dislocations, as shown by the black ellipses in 
Figs. 12(i−l). Under the action of the external stress, 
the dislocation pairs with the opposite Burgers 
vectors are annihilated, forming a dendritic or 
inverted pyramid microscopic morphology, as 
shown in Fig. 12(i). During the entire evolution 
process, new dislocations sprout and annihilate 
continuously, making the atomic lattice in the 
pre-melting zone distorted, which results in the 
change in the dislocation configuration, number and 
direction. However, the pre-melting zones do not 
disappear and complete grains can not form. 
WANG et al [54] adopted Voronoi clusters (VCs) 
analysis and dislocation extraction algorithm 
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Fig. 13 Schematic diagrams of sub-grain nucleation: (a) Original grain (The blue arrow indicates the direction of 

applied stress); (b) Schematic diagram of sub crystal 

 
(DXA) and found that in the tensile process, the 
pre-existing dislocations would accelerate the 
formation of larger He bubbles, which increased 
plasticity and promoted dislocation multiplication. 
In our PFC simulation, dislocation multiplication 
also exists. In conclusion, the morphology of the 
initial remelting zones plays a decisive role in the 
evolution of dislocation mechanism under 
high-temperature stress in the later stage. 
 

5 Conclusions 
 

(1) A double-crystal structure is established 
and low-angle symmetric tilted grain boundaries 
(LASTGB) with θ=8.4° are formed. Two types of 
edge dislocation pairs are alternately arranged on 
each grain boundary (I, II or III, IV respectively) 
with a total of 20 dislocation pairs. Both 
two-dimensional and three-dimensional simulation 
results show that the pre-melting phenomenon first 
occurs at the dislocation aggregation due to the 
lattice atom softening, which is consistent with 
previous experimental results about defect-induced 
pre- melting. 

(2) The early evolution process of the liquid 
pools at GBs is mainly divided into three stages, 
with four structural changes. In the first stage, the 
GBs gradually change from the original solid−solid 
state to the small droplet state. In the second stage, 
adjacent droplets with different Burgers vector 
directions merge into a larger liquid pool during the 
climbing process. In the third stage, the adjacent 
liquid pools are further connected to form a uniform 
liquid phase melting zone. The enlargement of 
liquid pools causes the complete fracture of the 
solid bridge in two melting regions. 

(3) The degree of liquid pools pre-melting is 

diverse under different average atomic densities (ρ0). 
The decrease of ρ0 inhibits the crystalline phase 
characteristics of atoms at dislocation aggregation 
and accelerates the transition to the disordered 
liquid phase, which contributes to the formation of 
liquid pools and the increase of the width. Hence, ρ0 

is inversely proportional to the width of liquid 
pools. 
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晶体相场法模拟晶界预熔区液相熔池的演化 
 

田晓林，赵宇宏，彭敦维，郭庆伟，郭 震，侯 华 

 
中北大学 材料科学与工程学院，太原 030051 

 
摘  要：预熔是指晶体在低于熔点温度时，晶界处预先出现类似液体而块体仍为晶体状的现象。采用晶体相场法

研究原子密度对晶界预熔的影响。结果表明：晶界处液相熔池的早期演化主要涉及 4 个形态特征：固−固状态→

小液滴状态→较大的液相熔池→均质熔融层。通过对比不同平均原子密度下的微观结构和能量变化，表明平均原

子密度对液相池的形态特征敏感。二维与三维模拟结果表明，平均原子密度的降低能抑制刃型位错聚集区域中原

子的结晶相特征，这有助于液相熔池的形成。从热力学的角度验证平均原子密度与液相熔池宽度之间的关系，在

一定程度上为后续施加高温应变提供前提条件。 

关键词：晶体相场法；预熔；刃型位错；液相熔池 
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