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Abstract: The present work examined the anisotropy magnitudes obtained from different elastic models of cubic metals 
(Cu, 5383 Al alloy, FCC austenite steel and BCC steel) to explore the origin of strain anisotropy. The results showed 
that stable intersections were observed from the modeled and experimental plots of the reciprocal elastic modulus 
(1/Ehkl) and orientation parameter (Γ). The effectiveness of quasi elasto-plastic model based method in correcting strain 
anisotropy was further verified in cold-worked specimens. For the important input parameters in dislocation model 
based diffraction line profile analysis methods, the average diffraction contrast factors ( )hklC  of dislocations were 
observed to depend on elastic constants. Interesting intersections were found from linear dependence of hklC  on Γ. The 
conventional input 00hC  values indicated distinct dependencies on given elastic constants in diffraction line profile 
analysis. Accordingly, a refined approach was proposed by adopting the optimized intersections as input values, by 
which more reliable results could be obtained in practical applications. 
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1 Introduction 
 

Metals are important materials in modern 
manufacturing and products. When a metal is 
plastically deformed, dislocations move and 
additional dislocations are gradually generated. 
Then, the resulted work hardening (or strain 
hardening) makes the metal harder and stronger due 
to the accumulation of dislocations. When high 
dislocation density is presented in a metal, the 
dislocations interact and become pinned or tangled 
strongly, which affects the properties of strength, 
fracture, fatigue, etc [1−4]. Hence, the in-depth 
understanding of work hardening and dislocation 
strengthening mechanisms is of vital importance for 
the processing optimization and alloy designing in 

high performance materials. To achieve these 
efforts, the experimental knowledge of plastic 
lattice strain, cell structure, dislocation density and 
characteristics is essential, for instance, the classical 
Taylor hardening law accounting for dislocation 
strengthening [1] and the modified two-phase 
composite model for heterogeneously distributed 
dislocation systems [5]. 

X-ray (or synchrotron radiation or neutron) 
diffraction line profile analysis (LPA) is one of the 
most effective methods for quantitatively or semi- 
quantitatively estimating microstrain, dislocation 
density, crystal/dislocation-cell size, planar fault 
percentage and the dislocation slip systems 
presented in samples that are either practically  
very difficult or not possible to use other  
techniques [4,6−10]. For instance, it has been  
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confirmed that LPA provided dislocation densities 
in a statistically significant manner with higher 
accuracy than transmission electron microscopy 
(TEM) [4,9,10]. And TEM method normally 
provides quantified results around a limited 
dislocation density magnitude of 1014 m−2 [4,7,10]. 
However, the anisotropic peak broadening resulted 
from strain anisotropy, which is a well-known 
phenomenon in LPA or Rietveld structure 
refinement, leads to non-monotonous functions 
between the full width at half-maximum (FWHM) 
(or integral breadth or Fourier coefficients) of 
diffraction profiles and the diffraction vector or its 
square, g or g2 [7]. Therefore, the correction of 
strain anisotropy is crucial for improving the data 
analysis and reducing errors. Numerous approaches 
have been developed to deal with the strain 
anisotropy in metallic materials [4,6−10]. 

Based on a model of which peak broadening 
was attributed to distortions within a crystal, 
STOKES and WILSON [11] derived a formula for 
microstrain (εhkl or mean square strain 2 1/2

hkl   [6]) 
broadening that could explain the observed peak 
broadening anisotropy. The stress distribution for 
Laue breadth was assumed to be statistically 
isotropic, and then the elastically anisotropic 
crystals would lead to a strain that varied with 
crystallographic direction [9]. Following this 
concept, a quasi elasto-plastic model based LPA 
approach has been developed by JIANG et al [8] 
recently to reliably assess the strain anisotropy. It 
was known that the magnitude of mirostrain could 
be quantitatively related to the lattice distortion, i.e., 
the mean displacement from idea atomic position or 
the mean strain field of long-range dislocations. As 
a result, the strain anisotropy was also derived in 
terms of the presence of dislocations, which was 
well known as dislocation model of strain 
anisotropy [4,6,7]. In this model, the mean square 
strain was employed through renormalizing the 
crystal size by the effective outer cut-off radius (Re) 
of dislocations, and the contrast factor (C) of 
dislocations or dislocation-like lattice defects was 
introduced to correct the strain anisotropy [7,12]. 
However, there are still problems in determining the 
approach to utilize and the potential errors. In the 
present work, the elastic anisotropy and origin of 
strain anisotropy in various cubic metals, i.e., nickel 
(Ni), copper (Cu), aluminum (Al), face-centered 
cubic (FCC) steels and body centered cubic (BCC) 

steels, were discussed by comparing numerous 
simulated and measured results. The effectiveness 
of quasi elasto-plastic model based LPA   
approach [8] was further verified experimentally for 
strain anisotropy correction. Then, the theoretical 
values of average diffraction contrast factor hklC  
in dislocation model were summarized based on 
ANIZC program in different cubic metals. The 
effects of elastic constants from various references 
on the linear dependence of hklC  with orientation 
parameter Γ were investigated. After that, refined 
line profile analysis approaches on the basis of 
mWH/mWA and CMWP methods were proposed 
and further examined by experimental results. By 
overcoming the unfavorable effects from fluctuant 

00hC  values, the refined approaches could 
adaptively lead to more reliable results of both 
dislocation density (ρ) and dislocation arrangement 
parameter (M) in practical applications. 
 
2 Experimental 
 

The well-annealed (WA) pure Cu, 5383 Al 
alloy, SUS316L austenitic steel [13] and 0.0056% C 
(mass fraction) ferritic steel [14], with electron 
backscattered diffraction (EBSD) microstructures 
shown in Figs. 1(a−d), were cold deformed by 
unidirectional rolling (UDR) to various reductions, 
respectively. To tailor different microstructures, the 
commercial pure Ni plates with a thickness of 5 mm 
were reduced to thicknesses from 1 to 2.5 mm by 
combining hot rolling and finished 50% cold rolling 
reduction [8]. Then, the specimens were well 
annealed at 800 °C for 3.6 ks to eliminate residual 
plastic lattice distortions and texture, as presented 
in Fig. 1(e). It is reported that the changes of 
cold-worked strain paths could lead to various slip 
behaviors (dislocations) and textures [8,15,16]. 
Hence, the WA specimens were cold worked 
(ambient temperature) to a thickness of 1 mm by 
UDR and multi-step cross rolling (MSCR), 
respectively, which obtained various true strains  
(εT) from 0 to 0.92. Further, the WA specimens were 
also cold worked by uniaxial tensile testing (UTT), 
which owned a maximum true strain approximately 
0.36 before clear necking. X-ray diffraction (XRD) 
experiments were carried out on the deformed 
specimens by utilizing an X-ray diffractometer 
(RINT2100, Rigaku Co., Ltd.) equipped with a 
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Fig. 1 EBSD microstructures of different well-annealed samples: (a) Cu; (b) 5383 Al alloy; (c) SUS316L austenitic steel; 

(d) 0.0056% C ferritic steel; (e) Ni 

 
Cu Kα radiation source (40 kV, 40 mA) after 
removing the surface layers of measured  
specimens [7,8,17]. The step size was 0.02° and the 
counting time was 1.5 s. For LPA, a special 
program was developed to fit every peak by Voigt 
function. Meanwhile, the instrumental effects were 
eliminated by utilizing the diffraction pattern of the 
NIST SRM 660c LaB6 standard powder [8,18]. The 
micro textures of Ni were examined by EBSD and 
the dislocation characteristics were also observed 
under TEM. 

 
3 Results and discussion 
 
3.1 Elastic and plastic strain anisotropy in cubic 

metals 
In the case of classical Voigt model, all grains 

in the polycrystalline aggregate employ strain 
tensors that are equal to the macroscopic strain 
tensor, i.e., ij ij    . As a result, an isotropic 
tensor is yielded, and the inverse elastic modulus 
(1/Ehkl) in cubic crystals can be derived as     



Xiang DAI, et al/Trans. Nonferrous Met. Soc. China 30(2020) 2090−2106 

 

2093

follows [19−21]: 
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where S11, S12 and S44 are elastic parameters. In 
general, Voigt model represents the upper limits of 
elastic strain anisotropy which is independent of  

orientation parameter (
2 2 2 2 2 2
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h k h l k l
Γ=
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, h, k 

and l are Miller indices). On the other hand, Reuss 
model assumes identical stress tensors in 
polycrystalline ensembles and results in the 
following relationship of 1/Ehkl and Γ in cubic 
systems [19−21]: 
 

11 44 11 12

1
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hkl
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                (2) 

 
Reuss model was subsequently found to give 

the lower limit and showed similar expression to 
that of single crystals. To capture the practical elastic 
behaviors of polycrystalline aggregate, Reuss−Voigt 
average model was proposed [22] and a weighted 
elastic model was further developed [20]: 

V R

1 1 1
=  (1 ) +

hkl hkl hkl

x x
E E E

                  (3) 

 
where the superscripts “V” and “R” refer to the 
corresponding Vogit and Reuss models, respectively, 
and x is weighting fraction. HILL [22] identified 
that the effective elastic constants of a random 
ensemble of polycrystalline must lay between those 
associated with Reuss and Voigt models. To include 
more realistic effects of texture, Kröner model was 
further developed to include the integration 
between elastically anisotropic crystallites and an 
effective isotropic matrix [19−21]:  

44 44

1 1
= ( 2 +10

hkl

Γ
E ω

 )t t                   (4) 
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in which A1=1/[3(S11+S12)] and A2=1/S44. The 
solution of G represents the macroscopic Coulomb 
modulus. 

Figure 2 summarizes the relationship between 
 

 
Fig. 2 Relationship between 1/Ehkl and Γ from Reuss model, Voigt model, Reuss−Voigt average model, Kröner   

model [21−31] and measured results of Cu [21,24,25] (a), Al and its alloy [21,24,26] (b), austenitic steel (FCC) [21,24] 

(c) and ferritic steel (BCC) [30,31] (d) 
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1/Ehkl and Γ from Reuss model, Voigt model, 
Reuss−Voigt average model, Kröner model [21−31]    
and the measured results of Cu [21,24,25],         
Al and its alloy [21,24,26], austenitic steel    
(FCC) [21,24] and ferritic steel (BCC) [30,31]. It is 
shown clearly that Reuss model indicates the most 
remarkable elastic anisotropy, and Voigt model 
gives isotropic results in above metals. Reuss model 
is also found to be on the verge of single crystals. 
Reuss−Voigt average model yields a result which is 
very close to the value of Kröner model. It is also 
well acceptable for good agreement with the 
measured results of polycrystalline aggregates. In 
addition, intersected points are observed from 
above plots which intersect approximate Γ values of 
0.275, 0.216, 0.276 and 0.261 for Cu, Al, FCC steel 
and BCC steel, respectively. A trait of common Γ 
intersecting between 0.2 and 0.3 to other cubic 
materials was also observed but was not well 
explained [8,19−21]. 

To separate the simultaneous peak broadening 
of crystallite size (coherent diffracting domains) 
and orientation-dependent plastic lattice distortion, 
the pioneering Williamson−Hall (WH) method was 
proposed [32]: 
 

Pla
hklK K                             (5) 

 
where ∆K=βhklcos θ/λ, βhkl is the FWHM or 
integral breadth of peak broadening, θ is the 
diffraction angle, λ is the wavelength of diffraction 
source; α=kc/d, kc is a constant and generally close 
to 0.9, d is crystallite size; Pla

hkl  is the orientation- 
dependent plastic lattice strain; and K=2sin θ/λ. The 
value of α is generally independent of wavelength 
and angle of reflection [11]. The orientation- 
dependent Pla

hkl  values could be the results of the 
mean displacement from idea atomic position or the 
mean strain field of long-range dislocation. In other 
words, the variation of elastic constants in different 
crystallographic planes (Fig. 2) and/or the 
orientation-dependence of the distortion caused by 
the source of lattice strain leads to orientation- 
dependent Pla

hkl  values [11,33−35]. Inspired by the 
linear relationship between 1/Ehkl and Γ in various 
models (Fig. 2), JIANG et al [8] developed the 
quasi elasto-plastic model based approach (i.e., 
direct fitting (DF) method) to correct strain 
anisotropy, as shown below:  

Pla*

hkl

K K



                            (6) 

where ωhkl(=Ehkl/E
*) is defined as the elastic 

modulus ratio, and εPla* is the lattice strain of 
reference reflection ((331) reflection in this work) 
which corresponds to above reference E*. And Pla

hkl  
values could be estimated by Pla Pla*

hkl  /ωhkl. This 
approach was further confirmed to be effective and 
adaptive in practical application by linearization of 
the experimental dependences for line profile 
broadening in pure nickel under various 
cold-working strain paths [8]. 

In the present work, as shown in Fig. 3, the 
effective applications of the new DF method    
(Eq. (6)) are also demonstrated in cold worked Cu, 
5383 Al alloy, SUS316L austenitic steel and 
0.0056% C ferritic steel. In Figs. 3(a), (c), (e) and 
(g), the WH plots of ∆K and K (Eq. (6)) show 
visible irregularities (non-linearity) due to strain 
anisotropy in various deformed metallic materials. 
The clearer anisotropies in Cu, SUS316L austenitic 
steel and 0.0056% C ferritic steel and Ni [8] than in 
5383 Al alloy are indicated in the WH plots as well. 
It is well confirmed in elastic models and in situ 
neutron diffraction experiments [8,19,24,30] that 
the anisotropies of Cu, FCC steel, BCC steel and Ni 
are notable, while the anisotropy of Al alloy is 
negligible. The observed strain anisotropy 
magnitude of various lattice orientations also 
corresponds to that of elastic model (Fig. 2) [8]. For 
the most stiffness orientations of {111} or {222}, 
the values of ΔK are smaller than average values. 
While for the less stiffness orientations of {200} or 
{400}, ΔK values are the maximum. Hence, the 
stiffness of various lattice orientations strongly 
affects the observed strain anisotropy in LPA. By 
applying the new DF method (Eq. (6)), the strain 
anisotropies are well corrected to excellent linear 
plots (R2 >0.96), as indicated in Figs. 3(b), (d), (f) 
and (h). In the DF method, the anisotropy 
magnitude is indicated by ωh00 values. Small ωh00 
values for the deformed Cu (0.7), FCC steel (0.65) 
and BCC steel (0.69) are observed. For 5383 Al 
alloy, larger ωh00 value (0.93) is presented, which is 
close to that of isotropic crystal (ωh00=1). According 
to elastic models, Reuss model predicts the 
maximal anisotropy (Fig. 2), which corresponds to 
the minimal ωh00 values of 0.46, 0.46, 0.6 and 0.86 
for Cu, FCC steel, BCC steel and Al and its alloy, 
respectively. For Voigt model, isotropic crystal is 
estimated which results in constant ωh00 value of   
1 for all metals. For the more realistic model of 
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Fig. 3 Williamson−Hall (WH) plots [32] in deformed Cu (a), 5383 Al alloy (c), FCC steel (e) and BCC steel (g), and 

corresponding plots based on direct fitting (DF) method [8] in deformed Cu (b), 5383 Al alloy (d), FCC steel (f) and 

BCC steel (h) 
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polycrystalline aggregates, Kröner model estimates 
the ωh00 values of 0.67, 0.65, 0.72 and 0.93 for   
Cu, FCC steel, BCC steel and 5383Al alloy, 
respectively, which are very close to the obtained 
results from the present DF method (Figs. 3(b), (d), 
(f) and (h)). The results from DF method agree well 
with the anisotropy magnitude from elastic models. 
 
3.2 Dislocation model based approach for strain 

anisotropy correction and dislocation density 
estimation 
On the basis of dislocation theory, another 

effective solution to correct anisotropic strain 
broadening by utilizing the diffraction contrast 
factors of dislocations or dislocation-like lattice 
defects has been proposed and widely applied based 
on Wilkens model [4,6,7]: 
 

2
2

, ( )
2L

b
= Cf       

g                    (7) 

 
where 2

,L g  is the mean square strain, ρ, b and C 
are the density, Burgers vector magnitude and 
contrast factors of dislocations, respectively, η=L/Re, 
L is the Fourier variable, and Re is the effective 
outer cut-off radius of dislocations. The dislocation 
arrangement parameter (M) is also introduced to 
characterize the effective outer cut-off radius of 
dislocations with the relation of eM=R   [6]. 
Then, the modified Williamson−Hall (mWH) 
method was developed by UNGÁR and  
BORBÉLY [7]: 
 

2 2
1/2 1/2 1/2 1/2 2( ) ( ) ( ) ( )

2 2

Ab A b
K KC + Q K C 

 
    

                   (8) 
where A and A′ are constants determined by the 
effective outer cut-off radius of dislocations, and 
parameter Q is related to the two-particle 
correlations in the dislocation ensemble. In addition, 
the Fourier transform (A(L)) of line profiles could 
also be corrected by introducing C, which was 
known as modified Warren−Averbach (mWA) 
method [7,36]: 
 

2
s 2 2eln ( ) ln ( ) ln( )( )

2

Rb
 A L  A L L K C

L
 

    
 

2 4
4 2 21 2ln( )ln( )( )

4

R Rb
Q L K C

L L


          (9) 

 
where As(L) is the size Fourier coefficient. The 
theoretical contrast factor (Chkl) is generally the 

product of two 4-rank tensors, namely the 
geometrical Gijmn and elastic Eijmn components [12]. 
 

3 2

, ,
hkl ijmn ijmn

i m j n

C =G E                      (10) 

 
where Gijmn defines the orientation of g in the 
slip-system of the dislocation, and the elastic 
component Eijmn defines the distortion due to a 
dislocation. Due to the extreme complexity on   
the estimation of Chkl for individual dislocation   
in polycrystalline aggregates, the average 
diffraction contrast factors ( hklC ) of particular 
orientation {hkl} are generally used in practical 
applications. The following linear dependence of 

hklC  with orientation parameter Γ  is essential  
in various methods, for instance, mWH/mWA  
method [6,7,37,38], whole powder pattern 
modelling (WPPM) method [10] and extended 
convolutional multiple whole profile (CMWP) 
method [39]: 
 

1hklC =A BΓ                            (11) 
 
or 
 

00 (1 )hkl hC =C qΓ                        (12) 
 
where A1, B, 00hC  and q are the constants related 
to elastic constants and character of dislocations. 
Equation (12) is the particular form of Eq. (11) 
when 00 0hC   ( 00 1hC =A  and q=−B/A1). 

In practical implementations (mWH/mWA and 
CMWP methods), Eq. (12) is adopted more widely 
due to fewer input parameters [6,7,37−40]. 
Concretely, q value can be estimated from 
experimental results. Then, only 00hC  value has to 
be determined theoretically as the most important 
input parameter in conventional approach, which 
can be calculated by numerical calculation [12], 
first-principle evaluation [40] and the convenient 
ANIZC program [41] based on given elastic 
constants. However, the calculated values of 00hC  
in previous works indicated strong dependence on 
elastic anisotropy magnitude (Ai=2c44/(c11−c12),  
c11, c12 and c44 are elastic constants) [12,40,41]. It  
is also well known that the elastic constants are 
remarkably different in particular metals and  
alloys because of the complex effects from 
chemical compositions, texture, dislocation 
characters, annealing treatments and testing 
methods [19,21,42]. For instance, DAYMOND   
et al [43] evaluated the elastic constants of FCC Ni 
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by in situ neutron diffraction and gave larger Ai 
value (3.28) than that of single crystal Ni (Ai=2.53) 
from HEARMON [44]. MACHOVÁ and 
KADEČKOVÁ [45] found that the Ai value (2.83) 
of 6.3% Si BCC steel was higher that of single 
crystal iron (Ai=2.42) [29]. Further, HARJO      
et al [46] determined the elastic constants of 
martensitic steel containing high dislocation density 
by in situ neutron diffraction. A remarkably smaller 
Ai value (1.59) was obtained. Therefore, notable 
deviations should exist between the input 00hC  
value and actual 00hC  value of experimental 
specimens. The possible influences on quantitative 
dislocations density and characteristics evaluations 
resulted from such fluctuant 00hC  values are 
essentially significant but less explored in 
conventional approaches [6,7,38−40]. 

To calculate the theoretical hklC values by 
utilizing ANIZC program, the elastic constants   
cij or elastic stiffness constants Sij are essential  
input parameters [41]. Hence, the elastic   
constants of Ni [43,44,47−49], Cu [23,44,50−52], 
Al and its alloy [26,44,53−56], FCC           
steel [28,57−60] and BCC steel [29,45,46,61−63] 
are summarized in Table 1. Because of different 
elastic constants given in various works, wide 
ranges of anisotropy magnitude (Ai) are indicated in 
Table 1. Figure 4(a) shows the global effects from 
elastic constants and dislocation constituents (i.e., 
edge or screw) in Ni. When the same elastic 
constants [43,44] are adopted, the calculated 

hklC values for pure edge dislocation are larger than 
those of pure screw dislocation. For particular 
dislocation constituent, the input elastic constants 

from different references [43,44] also influence 

hklC values remarkably. Meanwhile, some common 
features are found: (1) 00hC  values give the largest 
deviations; (2) The magnitudes of the slopes for 
linear plots of hklC and Γ are in proportion to Ai 
values; (3) Interesting intersections (Int), i.e., IntC  
and ΓInt, are observed for particular dislocation 
constituent (pure edge or pure screw), which are 
independent of input elastic constants. As shown in 
Table 1, the optimized intersections can also be 
obtained in other metals when dislocation 
constituent is fixed, though q values are found to 
change remarkably with variable Ai values. The 
corresponding Γ values of the observed 
intersections fit well with those in elastic models 
(Fig. 2). It should be noted that only the values at 
existing hkl numbers can be calculated because   
Γ is not a continuous function in actual situations. 
The observed ΓInt values in Fig. 4 generally    
vary between (220) and (331) reflections.   
Figures 4(b−f) show the plots of theoretical 

hklC values and Γ in Ni [43,44,47−49],         
Cu [23,44,50−52], Al and its alloy [26,44,53−56], 
FCC steel [28,57−60] and BCC steel 
[29,45,46,61−63], which assumes equal probability 
of edge and screw dislocations. The optimized 
intersections are employed clearly in all metals. 
However, 00hC  values, which are generally 
adopted as input parameters in conventional     
approaches [6,7,12,35,37,39,40], differ apparently 
due to the change of elastic constants from various 
references. In other words, 00hC  is the most 
sensitive parameter to the input elastic constants. 

It is known that most elastic constants from 
 

Table 1 Results of elastic anisotropy and contrast factor in various materials 

Material Ai q (screw) q (edge) ΓInt (screw) IntC (screw) ΓInt (edge) IntC (edge) ΓInt (equal) IntC (equal)

Ni 2.37−3.39 2.09−2.37 1.33−1.66 0.281 0.099 0.271 0.173 0.276 0.136 

Cu 2.8−3.97 2.22−2.5 1.54−1.79 0.274 0.101 0.265 0.179 0.269 0.140 

Al alloy 1.19−1.36 1.67−1.75 0.3−0.58 0.222 0.128 0.268 0.176 0.245 0.152 

FCC steel 3.18−3.78 2.31−2.45 1.57−1.69 0.273 0.108 0.269 0.168 0.271 0.138 

BCC steel 1.59−2.83 2.53−2.73 0.43−1.56 0.258 0.1 0.252 0.178 0.255 0.139 

The ranges of anisotropy magnitude (Ai) in Ni [43,44,47−49], Cu [23,44,50−52], Al and its alloy [26,44,53−56], FCC steel [28,57−60] and 
BCC steel [29,45,46,61−63] are summarized from numerous references. The ranges of q values for pure edge and screw dislocations are 
estimated by the method introduced in Ref. [12] based on the summarized elastic constants. The optimized intersections ( IntC and ΓInt ) of   
theoretical hklC  vs Γ plots are obtained by coupling all calculated results in Ni [43,44,47−49], Cu [23,44,50−52], Al and its          
alloy [26,44,53−56], FCC steel [28,57−60] and BCC steel [29,45,46,61−63]. The elastic constants from various references are adopted when 
working with ANIZC program [41]. Particular assumptions on dislocation constituents (i.e., pure edge, pure screw and equal probability of 
edge and screw) are also made respectively 
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Fig. 4 Plots of theoretical hklC  values vs Γ in Ni for pure edge or screw dislocations by utilizing different elastic 

constants of DAYMOND et al [43] and HEARMON [44] (a) and plots of hklC values vs Γ in Ni [43,44,47−49] (b),   

Cu [23,44,50−52] (c), Al and its alloy [26,44,53−56] (d), FCC steel [28,57−60] (e) and BCC steel [29,45,46,61−63] (f)  

 

above references are determined in well   
annealed specimens with little effect from texture 
and lattice distortions (e.g., dislocations). On the 
other hand, the experimental specimens always  
own high dislocation density and complex  
textures [6,7,12,35,39,40,46,64], which may result 
in a wider range of elastic constants (or anisotropy 
magnitude) [42−46]. Therefore, refined approaches 
are proposed currently based on conventional 

mWH/mWA and CMWP methods by adopting the 
above optimized intersections as input parameters. 
Unlike the fluctuant 00hC  values in conventional 
approaches, the optimized intersections are found to 
be independent of the change of elastic constants 
(or anisotropy magnitude), which is the function of 
dislocations and textures (Table 1 and Fig. 4). In the 
implementation of refined approaches, q value is 
also estimated firstly based on experimental data. 
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Then, the optimized intersections are used to 
calculate the adaptive Exp

00hC  values:  
Exp Int
00

Int1h

C
C =

qΓ
                         (13) 

 
Further, 00hC  (conventional methods) in   

Eq. (12) is replaced by Exp
00hC  (refined approaches) 

to correct the strain anisotropy in various line 

profile analysis methods [6,7,12,35,39,40]. Equal 
probability of edge and screw dislocations is 
assumed in the following analysis of this work, 
which is generally assumed in published works as 
well [6,7,18,39,46]. 

Figures 5(a−d) show the mWH plots of the 
deformed Cu, 5383 Al alloy, SUS316L austenitic 
steel and 0.0056% C ferritic steel by utilizing the 

 

 
Fig. 5 Comparison of conventional and refined mWH plots in deformed samples of Cu (a), 5383 Al alloy (b), SUS316L 
austenitic steel (c), 0.0056% C ferritic steel (d) and conventional (e) and refined (f) mWH plots of cold-worked Ni at 
same true strain (εT) of 0.36 under various strain paths (UDR, MSCR and UTT) (Experimental plots of hklC values vs Γ 
are also given in lower right) 
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conventional and refined approaches, respectively. 
It is observed that all plots show desired fitting 
relation with high correlation coefficients (R2). In 
classical WH plots of Figs. 3(a), (c), (e) and (g), 
much smaller R2 values are obtained which are 
generally in the range of 0.5−0.8. Slight differences 
are indicated in the conventional and refined mWH 
plots due to different hklC  values, as presented in 
the lower right of Figs. 5(a−d). In Fig. 5(e), the 
conventional mWH plots of cold-worked Ni at the 
same true strain (εT) of 0.36 under various strain 
paths (UDR, MSCR and UTT) are presented. Clear 
deviations are revealed in the plot of UTT specimen 
when compared with that of UDR and MSCR 
samples. But the refined mWH plots in Fig. 5(f)  
are approximately identical. Looking into the 
experimental hklC  values in the lower right of  
Figs. 5(e, f), the implemented modes for the 
rectification of strain anisotropy are different in 
conventional and refined approaches. The 
conventional approaches fix 00hC  value while  
the refined approaches fix IntC  value. The 
experimental hklC  value at ΓInt of 0.276 in UTT 
specimen differs remarkably in the conventional 
approaches (Fig. 5(e)). In the refined approaches 
(Fig. 5(f)), Exp

00hC  values vary clearly because of 
the change of q values. It is clear that the screening 
in refined approaches fits the plots of theoretical 

hklC  and Γ (Fig. 4(b)) better. It seems that the input 

00hC  or Exp
00hC  values in the conventional and 

refined mWH approaches do not affect the effective 
correction of strain anisotropy. The key factor 
which influences the effectiveness of strain 
anisotropy correction is the linear relationship of 

hklC  and Γ. As exhibited in previous quasi 
elasto-plastic model based DF method, the linear 
relationship between 1/Ehkl and Γ is also the 
essential origin of strain anisotropy. Hence, by 
applying the linear relationship between 1/ωhkl and 
Γ, DF method can adaptively correct the lattice 
strain anisotropy in cold-worked specimens [8]. In 
subsequent mWA method (Eq. (9)), as shown in  
Fig. 6, the obtained hklC  values from mWH plot 
are directly adopted to correct the anisotropy in 
Fourier analysis for the estimation of dislocation 
density [7,12,37]. It is also indicated that the strain 
anisotropy in Fourier transform analysis of mWA 
plots is well corrected in both conventional and 
refined approaches. However, because of different 
input hklC  values, the detailed plots are different 

and various dislocation densities are estimated, 
especially in UTT sample (Figs. 6(e, f)). 

Figure 7 shows typical XRD patterns of 
cold-worked Ni at the same true strain (εT) of 0.36 
under various strain paths (i.e., UDR, MSCR and 
UTT). The experimental (Exp.) patterns are 
compared with the calculated (Cal.) results by 
conventional CMWP method with fixed input 00hC  
value of 0.266 (Table 1) in Fig. 7(a) [12,44]. Good 
agreements are observed with slight differences 
(Dif.). Various q values are resulted from the 
change of strain paths owing to different 
microstructural characteristics, as shown in Fig. 8. 
The micro textures in UDR and UTT specimens 
(Fig. 8(a)) present primary components of 
Cu{112}(111), Bs{110}(112) and S{123}(634). 
Very strong preferred orientations or textures are 
observed in UTT specimen. In MSCR specimen, 
weaker texture by clustering orientations into four 
lobes around the center near Bs orientation is 
characterized. At the same time, Cu orientation is 
almost absent. In Fig. 8(b), UDR and UTT 
specimens indicate dislocations which tangle along 
the apparent cell boundaries. Especially for UTT 
sample, the tangled dislocations lead to much 
stronger interactions and thinner cell walls. While 
MSCR sample presents more uniform dislocation 
distribution than UDR and UTT specimens. When 
carrying out the refined CMWP method, similar 
diffraction patterns and matches are observed in  
Fig. 7(b) because the experimental and physically 
calculated patterns are matched by the Marquard− 
Levenberg non-linear least squares function in 
CMWP program [4,39]. By comparing the 
estimated dislocation density results under the same 
cold-worked condition from conventional (Fig. 7(a)) 
and refined approaches (Fig. 7(b)), certain 
deviations are found. The magnitudes of dislocation 
density deviations depend on experimental q values, 
which leads to adaptive input Exp

00hC  values     
(Eq. (13)) in the refined approach. 

The magnitudes of deviation for the estimated 
dislocation density in conventional and refined 
mWH/mWA methods also depend on the 
experimental q values (Fig. 5(e, f)). Though the 
absolute q values are different in CMWP and 
mWH/mWA methods, the tendencies are identical, 
i.e., qMSCR>qUDR>qUTT. The effects of strain paths 
on q values are due to various microstructures    
as observed in Fig. 8. Furthermore, the estimated 
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Fig. 6 Comparison of conventional and refined mWA plots of cold-worked Ni at same true strain (εT) of 0.36 under 

various strain paths: (a, b) UDR; (c, d) MSCR; (e, f) UTT 

 

dislocation density in MSCR specimen is much 
lower than that in UDR and UTT specimens. The 
reason is that both CMWP and mWH/mWA 
methods give 2−4 times larger M values in MSCR 
specimen than that in UDR and UTT specimens. 
For instance, M values are 1.32 (MSCR), 0.43 
(UDR) and 0.37 (UTT) by utilizing conventional 
mWA method. The dislocation microstructure under 
transmission electron microscopy (TEM) in Fig. 8 

confirms that MSCR leads to uniform dislocation 
distribution (corresponding to larger M value)  
while UDR and UTT prefer heterogeneous 
microstructures. 

To systematically explore the magnitude of 
deviations on the estimated ρ, Re, M and Lc 

(crystallite size) values in the refined and 
conventional approaches [4,6,7,12,46], Fig. 9 shows 
the plots of the ratios (χ(ρ), χ(Re), χ(M), χ(Lc), 
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Fig. 7 Typical experimental and calculated XRD patterns of cold-worked Ni at same true strain (εT) of 0.36 under 

various strain paths (UDR, MSCR and UTT) by conventional (a) and refined (b) CMWP methods (The differences are 

also presented) 

 

 

Fig. 8 Micro textures of Ni under WA, UDR (εT=0.36), MSCR (εT=0.36), and UTT (εT=0.36) states obtained by EBSD 

examination (a) and TEM bright field (BF) images showing dislocation characters (g=[111]) of deformed Ni under 

various strain paths (UDR, MSCR and UTT) (b) (The selected area electron diffraction patterns are also given in lower 

right) 

 

χ(ρ)=ρrefined/ρconventional, χ(Re)=Re refined/Re conventional, 
χ(M)=Mrefined/Mconventional, χ(Lc)=Lc refined/Lc conventional) 
of obtained ρ, Re, M and Lc values and the ratio 

00( )hC  of input Exp
00hC / 00hC  values in all 

examined specimens. It is found that the estimated 
ρ and M values strongly depend on input 

Exp
00hC / 00hC  values in both CMWP and mWH/mWA 

methods. The maximum deviations on ρ values are 
approximately 41% in CMWP method and 49% in 
mWH/mWA method. For M values, the maximum 
deviations are about 23% in CMWP method and 
22% in mWH/mWA method. The actual deviations 
are the functions of experimental q or Exp

00hC  values    
(Eq. (13)). Further enlarging the range of q values  
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Fig. 9 Plots of ratios (χ(ρ), χ(Re), χ(M), χ(Lc)) of 

obtained ρ, Re, M and Lc values and ratio 00( )hC  of  

input Exp
00hC / 00hC  values in refined and conventional 

approaches: (a) CMWP; (b) mWH/mWA methods 

 
may lead to larger deviations. It is also found that 
the estimated Re and Lc values almost have no 
correlations with the input Exp

00hC / 00hC  values. 
Therefore, the present refined approaches based on 
the optimized intersections are intensively 
recommended to obtain more reliable results when 
applying dislocation model based LPA in cubic 
metals. At the same time, the effects of edge/  
screw dislocation constituent on the optimized 
intersections are also important. In previous  
efforts [4,6,7,12,39,40], elastic constants (or 
anisotropy) contributions, which were found to be 
crucial in Table 1, were neglected to estimate 
edge/screw dislocation fraction. Therefore, further 
efforts are needed to separate the coupled 
contributions of dislocation constituent and elastic 
constants (or anisotropy) on q values for 
determining actual edge/screw dislocation portion. 
Then, more precise intersections can be adaptively 
determined without primary assumptions. 

 
4 Conclusions 
 

(1) Various levels of anisotropy were indicated 
in different elastic models of cubic metals (e.g., Cu, 
Al, FCC steel and BCC steel) and stable 
intersections were observed from the plots of 1/Ehkl 
vs Γ. The quasi elasto-plastic model based DF 
method was found to effectively correct the 
remarkable strain anisotropy in cold-worked Cu, 
5383 Al alloy, SUS316L austenitic steel and 
0.0056% C ferritic steel. The anisotropic results 
from DF method also agreed well with the 
anisotropy magnitude from elastic models. 

(2) By employing the summarized elastic 
constants as the input parameters, the optimized 
intersections were found by analyzing the plots of 
calculated hklC values vs Γ in various cubic metals 
(i.e., Ni, Cu, Al and its alloy, FCC steel and BCC 
steel). The plots of hklC values vs Γ were close to 
the ranges of anisotropy magnitude (Ai) and the 
observed Γ values of the intersections (ΓInt) were 
approximate to those in elastic models. 

(3) Based on the above interesting 
intersections, the refined dislocation model based 
LPA approaches were developed by adopting the 
optimized intersections as input values other than 
the 00hC  values in conventional approaches. By 
implementing the CMWP and mWH/mWA methods 
in cold-worked Ni specimens under various strain 
paths, the refined approaches were found to be 
more reasonable and reliable. The estimated ρ and 
M values strongly depended on input Exp

00hC / 00hC  
values in refined or conventional approaches. The 
maximum deviations of the estimated ρ and M 
values in this work were approximately 49% and 
23%, respectively. The estimated Re and Lc values 
were almost identical within experimental errors. 
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立方金属材料衍射线形分析改良方法的 
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摘  要：为了探讨引起应变各向异性的本质原因，系统分析采用不同弹性模型计算的立方金属材料(铜、5383 铝

合金、面心立方奥氏体钢和体心立方铁素体钢)的各向异性程度。模型和实验结果均显示弹性模量的倒数(1/Ehkl)

与取向参数 (Γ)之间的关系曲线具有稳定的交叉点，并进一步验证基于准弹塑性模型的线形宽化分析方法在冷变

形样品中修正应变各向异性的有效性。与此同时，通过对基于位错模型的线形分析方法中最重要的平均衍射对比

因子参数(Chkl)分析发现，其数值与弹性常数密切相关，并观察到 Chkl 与 Γ曲线存在有趣的交叉点。因此，在传统

衍射线形分析过程中，其输入的 Ch00值因给定弹性常数的不同而呈现较大波动，进而影响最终分析结果。相应地，

本文提出一种改良的线形分析方法，即采用优化的稳定交叉点作为初始输入值，获得更可靠性的分析结果。 
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