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ABSTRACT The results of the robust estimates depend mainly on their weight functions. But nearly all
weight functions are empirical and their parameters are determined personally. A new approach of determining
the weight functions of the robust estimates has been presented and the universal formulae of the robust esti-

maters of parameter vector and variance components were established according to statistics.
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1 INTRODUCTION

Since Krarup and Kubik introduced the ro-
bust estimate into surveying data processing in
1967"*", many approaches of the robust est
mates have been found and widely used in sur-
veying adjustment. But these robust estimates
have not strictly theoretical bases. To solve these
problems, Zhu Jianjun' " ! gave the robust esti
mate with minimum mean squared error ( MSE)
and with minimum mean Cook distance respec
tively. However, Zhu Jianjun only considered
the robust estimate of parameter vector in the
adjustment model. The paper generalizes the re-
sult of Zhu Jianjun and establishes the universal
formulae of the robust estimates of parameter
vector and variance components with minimum
MSE and mininum mean Cook distance accord-
ing to the principle of statistics.

2 ROBUST ESTIMATES

Consider the following adjustment model
L 2 2 2 ( 1a)

T
li‘ = ai‘X + ey .
/ / / J = 19 29 cey 1

or KE(L)= AX (1b)
Cov(L) = 2= dldg[ 0%])117 ...0%])1"17 ooy,
Olpri. - ink,,/‘] (Lc)

L € R is the jth observation of ith
group L; , a[Tj € R'is the jth row of ith group

w here

a; of the design matrix A, x, with rank ( A)
=t ni1+ np+ -+ np= n.

X € R'is t-vector of unknown parameter,
07 > 0Ois the ith unknown variance component.
The observation error equations are

V= L- AX or v;= l;- a;X
where v is the jth residual value of the ith
group V; of the residual vector Vand X is the es
timate of X .

If the observation L is assumed to be nor

mally distributed, the likelihood function f( L,
X. 07) of the ohservation L with unknown pa

7. .
rameters X and 0; is given by

]
L X 0= .
f( 2 2 ) (Zﬂ)’l/z(det 2)1/2

exp| = (L~ AXN S '(L— AX)| (2)

Using classical maximum likelihood ap-

. > .
proach to estimate X and 0; may often be carried
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out by setting the partial derivatives with respect
to X and 07 , respectively, of the log-likelihood
equations to zero, and solving the resulting like-
lihood equations. Letting ¢(z;) = 9] (z;) and
Plz;) = z%j, these equations may be expressed

as follows,

Y, e - Jp— =0 (3)

llj—l

Z&b(zt-j)zi,— ni = 0,
J=1

1= 1, 2, .. k (4)
where
ly—a; X 1=1, 2, . k

Zy = .
/ q Jp_y J = 17 27 cey 1

If there are outliers or blunders in the model
(1), many estimates are better than the classical
maximum likelihood estimates'*'. Now, the unt
versal formulae of all robust estmates of X and
0, are used in surveying adjustment. Firstly,

generalize Eqn (3) and Eqn. (4), then get

5 Yz, —tie - Jp— (5)

llj—l

_Zl%(zmg— bi =
i= 1,2 o k (6)

where  b; is a positive number ( 1= 1, 2, ..,
k). O(z5) = P(zy) and 4(zy) = Bilzy),
(i=1, 2, .., k) are suitable functions satisfy-
ing:

() PandP(i= 1, 2, .-, k) are sym-
metric, continuously differential and P(0) =
and B(0)= O0(i= 1, 2, -, k).

(1) Thereexistc> OQande;> 0(i= 1,
2, - k)sothat Pand P(i= 1, 2, ... k) are
strictly increasing on [0, ¢/ and [0, ¢;] (i= 1,
2, .-, k) respectively and that ¢ and (i = 1,
) and (¢;, ©o)

-y k) respectively. Eqn. (5) and

2, .., k) are constant on (¢,
(i= 1, 2
Eqn. (6) can be rewritten as

ZZ <b(z” a;v; - (7)

=1 =1 le 0 ])Lj

< bilzy) Utz'f _
b Pl bi= 0

i=1 <ij i

i= 1,2 -k (8)

b( = bf =
bj = Mgl and ¢; = Silzg) are
Zij Zij

41

w here

called weight factors
Then the universal formulae of the robust

estimate% of X and 0% can be obtained

= (A PA)‘IA PL (9)
1 2
'02-: _L’L
ljzll)lj
t= 1, 2, . &k (10)
w here
b]] bln
P= diag/ —; ey T3, e
01p11 O1p 1n
bk bku

Ok Ok

Obviously, the robust estimate X has the
same form as the least squares estimate of X and
07 is plus weight squared sums of the residual
value v; of the ith group residual vector V;.
Differences among the robust estimates are ap-
proaches of the weight functions determined.
Therefore the development of the weight func
tions of the robust estimates is of great impor-
tance.

3 ROBUST ESTIMATES WITH MINIMUM
MSE

The robust

weight functions.
therefore the robust estimates X

estimates depend on their
But almost weight functions
are empirical,
and 0% are determined personally, that is, all ro-
bust estimates can be considered as empirical es

121 presented that the

timates. Zhu Jianjun
weight functions of the robust estimates should
be determined according to statistics. Similarly
to the proof of Refs. [ 1] and [ 2], we can give
the robust estimate of X with MSE and minr

mum mean Cook distance.

(ATPA) 'ATPL; (11)
.
where Cov(Lg) = OGP ! ZO%FD
=1
_ L L
Pi_ dldg[09 ) 09 ])ilp M) ])i”,i? O? ) O];
P = diag/0, - 0. pi1, s pins O, oy O] .

The definition of p_ij is described like that:



© 162 - Trans.

Nonferrous M et.

Soc. China Dec. 1997

When the linear model (1) is contaminated
and the contaminated model is the stochastic er-

ror model, p_ij will be'?!
2

v
—_l
Pis 32 < Xq
- ri>iopy
Pi = 2 %) 2 (12)
{2 {2
> > Xq

ri%  ri%op;
where 0% is initial value of 0%, rij 1s the jth
redundancy observation number of the ith
group. When the contaminated model is the

mean shift error model, p_ij will be”!

v
Pi o < Wq
— v
g
Py = 02 . (13)
=
])lj+ 2 2 ” 0 >wd
2 12 N
ri~o Py

g

where the definitions of w4 and O, , etc, are
14

found in Ref. [ 5].

So, we obtain the estimate X . Now, we
study the robust estimates U7 with minimum
MSE.

To estimate the linear function of 0

Q= C10%+ CQO%‘}' —et Cko%; (14)
Choose the e%timate from Eqn. (10), then

Q= ZZ(JUUU: T Ay (15)
j=1 i=
Naturally, demand that Q is unbiased esti-

mate of Q, that is
E(Q) = E(V'AV)
E(Ls PQAQPL )
l.

Yl 0PN

}
= _Z}}cio% (16)

T herefore
t(QP.QAN) = C; i= 1,2 ... k (17a)
w here
0= P '- A(ATPA) AT (17h)
V= QPL; (17¢)

According to Ref. [ 1], the mean squared error
(MSE) s
MSE( Q) = E(Q- O
= E(Q)7°- &
E(Ls PQAQPL;)*- @
200t( @A) 7 (18)

Now, take the unbiased estimate of Q as

Yavipv= VPV (19)
w here
F: }\1P1+ }\2P2+ .ot &P}L
et H= A- P

and from Eqn. (17), one can have
tr( QP,QA) = tr( QP,QH ) + tr( QP;QP)
therefore,
tr( QP.OH) = 0O
=1, 2, ., k (20)
From Eqns. (16) and (18), one can obtain
MSE( Q) = 20t/ Q(H+ P)]*- @
= 20tr( QH )+ 200tr( QP )% +
405tr( QHQP) -
200tr( QH )* + 204tr( QP )% +
A

405 D ir( QP.QH) ~
>MSE( Q) (21)

Therefore € is the robust estimete of €

with minimum MSE.

Because
E(V'P,V)= E(Ls PQP,QPL;)
= Oir( QP;) =
i= 1,2 .k (22)

. 2 . ..
so, the robust estimate of 0" with minimum

MSE is

02— L Z_]_
i e rp
1 = 1, 2, vy k (23)

where r;is the ith group redundancy observa
tion number.

Therefore, one can obtain the conclusion:
the robust estimate 07 of the ith variance compo-
nent with minimum MSE is plus weight squared
sums of the residual value jth v; of the ith
group V;. The weight function is the weight of
the ith group observation value which is revised
because there are blunders.

Now the robust estimates of 0% with minr

[2]

mum mean Cook distance' = are proved to be

Eqn. (23).

According to Ref. [ 6], maximum model
space likelihood and orthogonal complement like
lihood estimates of X and 07 in the model (1) are
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(ATP A)” 1ATPOL (24) So, it is easy to prove that the robust estimates
. L _L 2 0%(1‘ =1, 2, ... k) with minimum Cook dis
Ui = - 21: Pj (25) tance are Eqn. (23).
[‘/7 1,

where Po= !,

The residual error equation is

V= QPL; (26)

Assume that @ in Eqns. (17¢) and (26) are
approximately invariable, in Eqn. (15) the ro-
bust estimate € of Qin Eqn. ( 14) satisfies the

unbiased conditions in Eqn. (17). Now, consid-
er the mean Cook distance'?! .
D,= E(0Q- ©)°
= E(LYPQAPQL;-
LPoQAQPoL)*
= 205t( QA)*+ 205t QAg)*?
— 4051 QAQA) (27)
where Q5= V' AV
PO o VS
0= A pyp T Py oyt P,

[t is evident that €y is maximum orthogonal
complement estimate of € .

Because
ke C
wwww:ZAWWQM
A- 2
Ci
= 27 (28)

Therefore, the robust estimates 07 with
minimum mean Cook distance satisty
tr( QA)? = min
u( QPO M) =
i= 1,2, -, k

(29a)

(29h)

In above derivation, @ in Eqns. (17¢) and
(26) is assumed invariable. But @ in fact is rela
tive to Py. In practical computation one must it-
erate the computation.

4 CONCLUSION

The paper considers the variance component
model and gives the robust estimates X and 07
with minimum MSE and with minimum mean
Cook distance. These formulae can be found in
Eqns. (11) and (23). The weight factors can be
found in Eqns. (12) and (13).

The formulae are simple and easy in use,
and have widely application and theorecal values.
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