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Abstract: An easy calibration method was presented for in-situ measurement of displacement in the order of nanometer during 
micro-tensile test for thin films by using CCD camera as a sensing device. The calibration of the sensing camera in the system is a 
central element part to measure displacement in the order of nanometer using images taken with the camera. This was accomplished 
by modeling the optical projection through the camera lens and relative locations between the object and camera in 3D space. A set of 
known 3D points on a plane where the film is located on is projected to an image plane as input data. These points, known as a 
calibration points, are then used to estimate the projection parameters of the camera. In the measurement system of the micro-scale 
by CCD camera, the calibration data acquisition and one-to-one matching steps between the image and 3D planes need precise data 
extraction procedures and repetitive user’s operation to calibrate the measuring devices. The lack of the robust image feature 
extraction and easy matching prevent the practical use of these methods. A data selection method was proposed to overcome these 
limitations and offer an easy and convenient calibration of a vision system that has the CCD camera and the 3D reference plane with 
calibration marks of circular type on the surface of the plane. The method minimizes the user’s intervention such as the fine tuning of 
illumination system and provides an efficient calibration method of the vision system for in-situ axial displacement measurement of 
the micro-tensile materials. 
Key words: thin film; automatic camera calibration; adaptive binarization; plane homography; mechanical properties; strain 
measurement 
                                                                                                             
 
 
1 Introduction 
 

It is necessary that the mechanical properties of thin 
films are obtained to design an microelectromechanical 
system (MEMS) devices where they are used as 
structural materials and electrical materials. The size of 
the components used in MEMS device is usually in the 
order of micrometers. The mechanical properties of thin 
films show different characteristics from bulk materials. 
This is due to the fact that those properties are dependent 
on the dimensions and fabrication process of the material 
[1−4]. 

Many approaches[5−9] such as bend, bulge, 
resonance, nanoindentation, and tension have been 

presented for mechanical testing of microspecimens. 
However, these methods have some limitations. In 
bending-mode test, it is difficult to apply a large strain on 
a thin-film of a ductile material and a stress gradient 
occurs, causing non-uniform stress distribution across 
cross section. A bulge test can also could raise a stress 
concentration. 

The direct tensile test would be the most favorable 
way to measure the tensile and fatigue properties. 
Especially, it is necessary to concurrently measure the 
load and displacement when tensile test for a thin-film is 
performed to evaluate the mechanical properties. Using 
the overall displacements between the grips on specimen 
requires additional step of analysis by computing that can 
cause large errors and variations after yield of material. 
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Therefore, it is necessary to only measure strain 
corresponding to gage section of the tensile specimen. 
For this purpose, many approaches such as in-plane 
interferometry[10], AFM imaging[11], digital image 
correlation[12], out-of-plane interferometry[13] and 
digital image processing[14−17] are presented. 

Also, many researchers have investigated in-situ 
displacement methods during micro-tensile test of thin 
films such as Moiré method, electronic speckle pattern 
interference method (ESPI) and correlation method. The 
Moiré method requires pre-process such as scale markers 
on very thin film, and ESPI method needs a rough 
surface of film to make speckle but films made by 
MEMS process have very smooth surface. And the 
Moiré method and electronic speckle pattern interference 
method (ESPI) are more expensive than using CCD. 

OGAWA et al[16] presented a method for testing 
the mechanical properties of titanium thin films through 
image processing using two gauge markers of chromium 
oxide thin films that was deposited onto test films. 
SHARPE et al[14] measured the strain of silicon dioxide 
micro-specimens using digital image processing of two 
gold markers through illumination at a very oblique 
angle. MAZZA et al[15] showed that it was possible to 
measure the deformation of a micro-sample with 
nanometer resolution through image processing of least 
square template matching. It inherently requires image 
with enough textures so that there could be a restriction 
about specimens. The proposed method by the 
authors[17] needs the specimen with 8 indicators that is 
fabricated with the process and material the same as a 
real MEMS device. Another method by the authors[17] 
calculated the strain using number of pixels instead of 
displacement in the order of micrometer. 

This paper describes an autonomous calibration 

method of a system using CCD camera for measuring the 
displacement in the order of nanometer during the 
micro-tensile test of thin films by observing the pixel 
displacement. For the camera calibration from a known 
standard scale and their projected image, some digital 
image processing methods such as adaptive binarization 
and plane homography were used as central element of 
the measurement system. To verify the performance of 
the proposed method, the tensile tests were performed 
using beryllium-nickel (BeNi) thin film that is widely 
used as a material in the structure of probe tips. 
 
2 System configuration 
 

To investigate a behavior of a material, the accurate 
relationship between the engineering stress and strain 
must be acquired. As can be seen in Fig.1, the 
configuration of system used in Ref.[17] was utilized in 
this study. The test system is also equipped with the 
deflectometer(capacitance type sensor) for measuring the 
displacement between the grips, load-cell for measuring 
the load and CCD camera system for measuring the 
extension of specimen. The measurement of extension of 
gage length is necessary to calculate the engineering 
strain. The measurement of the displacement between the 
grips can’t describe the accurate plastic behavior of 
material during the tensile test, as described in Ref.[17]. 

The specimen was designed based on ASTM E466- 
96 but all dimensions of the specimen could not be in 
compliance with the standard such as ASTM because of 
thin film[17]. The specimen was 1 000 μm width of 
reduced section and 30 μm thickness. The length of the 
reduced section is 6 000 μm and the radius of the 
blending fillet is 4 000 μm to minimize a stress 
concentration of the specimen. The smooth specimen 
was fabricated by wire-cut electric discharge method as 

 

 

Fig.1 Schematic view of configuration of proposed system 
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shown in Fig.2(a). For the digital image processing based 
approach using CCD in this study, the eight black dots 
were marked on the surface of specimen at intervals of 1 
mm using black pen and the aluminum plates about 2 
mm thick were attached on grip ends using quick-drying 
glue for mounting specimen on the tester as shown in 
Fig.2(b). The specimen was mounted on tester using 4 
bolts and 2 pins for tensile or high cycle fatigue test. 
 

 
Fig.2 Structure of specimen: (a) Sketch of copper thin film 
specimen (t=30 μm); (b) Photo of specimen glued onto Al 
plates 
 
3 Digital image processing 
 

In the strain measurement system using CCD 
camera, the first step for the camera installation and 
calibration is to detect the image points of the calibration 
patterns marked on the calibration plate. One-to-one 
correspondence information between the pattern points 
on the calibration plate and their image projection should 
then be employed in the calibration algorithm with the 
coordinate data of the calibration points. Because the 
illumination conditions are always affected by the 
experimental environment, the extraction of calibration 
points is not consistent, and hence the decision of point 
coordinates and the correspondence under the existence 
of noisy data is a very difficult and inconvenient 
procedure in digital imaging measurement systems. Fig.3 
shows the calibration target plate on which the small 
black circles are marked and the plate size is 14 mm×14 
mm. 

The extraction of calibration points is typically 
performed with an image labeling algorithm after 
binarization of the gray-scale input image. Each blob 
region from image labeling includes the coordinate  

 

 
Fig.3 Example of calibration target plate with points of known 
dimension (mm) 
 
information of the calibration points. Because the 
calibration points and the background region of the 
calibration pattern image have unique intensity values, 
the simplest method to segment the point regions is 
image binarization. 

Several binarization algorithms have been 
developed in the fields of machine vision[18]. 
Comparative evaluations of several methods and surveys 
of existing techniques can be found in Refs.[18−19]. 

Fig.4 presents the results of two representative 
binarization algorithms. Fig.4(b) presents the result of 
the Otzu method[20], a global thresholding algorithm, 
for the original images of Figs.4(a) and (c) give the result 
of Niblack’s method, a local adaptive thresholding 
algorithm[21]. Because the global binarization algorithm 
uses only one threshold value, a good binary image 
cannot be obtained when there is non-linear intensity 
variation in the image region due to light reflection, 
specifically as shown on the right side of Fig.4(b). 

The concept underlying the local adaptive method is 
to vary the threshold value for binarization over the 
image. The selection of the threshold value depends on 
the sample mean and standard deviation values in the 
local neighborhood of a specific location on the image. 

Following the image binarization, an image labeling 
algorithm such as blob coloring[22] gives the coordinate 
information as the center position of each blob. The 
computing time of threshold value T in local adaptive 
binarization method is dependent on the size of the local 
window, in which the mean and variance should be 
calculated. For large window size, the computing time of 
T is very large. The image summing method such as 
integral image[23] can be used to speed-up the 
computation of the window values. 

This paper uses the perspective transformation of a 
plane to extract point coordinates for calibration. A 
simple perspective projection is plane-to-plane mapping, 
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Fig.4 Comparison of two conventional binarization methods:  
(a) Original gray-scale image; (b) Global image of binarization 
by single threshold value; (c) Local adaptive binarization 
method 
 
which does not include lens distortion. If we have 
corresponding information of the coordinate values 
between the calibration patterns and their image points, 
then lens distortion parameters can be solved by a 
calibration algorithm. As four calibration points can 
create a projection matrix of a plane, plane-to-plane 
mapping can be applied to predict the input points of the 

calibration [24]. 
 

=′=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
= xHx

1 
 y

x
ss  

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
′
′

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=′

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

1   
  
  

233231

232221

131211

3

2

1

y
x

hhh
hhh
hhh

x
h
h
h

                 (1) 

 
Eq.(1) shows the relationship between world 

coordinates x′ of 3D points on a calibration pattern plane 
and calibration coordinates x on an image plane 
transformed by a homography matrix H[25]. The value s 
is a scale factor and h33=1 represents a constraint to limit 
the magnitude of the homography matrix elements.  
Eq.(1) can be modified as 
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Using the pseudo-inverse formula of Eq.(3), if more 

than four points exist, it is possible to determine h11−h32 
for the plane projection transformation. 

Once the homography matrix is determined, the 
world coordinates of the points on the calibration plane 
can be transformed onto the image plane. Points with 
small distance errors between the pattern points and their 
projections on the image plane can then be used for 
solving the calibration parameters. 

The parameter values of the homography matrix can 
be determined by a four-point correspondence between 
the calibration pattern points and their image projection. 
If there are other points except for the four points, we 
can verify the correspondence of the other points through 
plane-to-plane transformation by the H matrix solved by 
these four points. 
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Assume that we have two five-point groups, where 

one group is on a calibration target plane and another 
group is on their image plane by projection. We can then 
use the four points among each point set to calculate the 
homography matrix and one remaining point of each 
group is used to check the exactness of the calculated 
homography matrix. If there is large distance error 
between one point on the plane and its projected 
coordinate on the image plane, the plane homography 
correspondence between the two groups is not exact and 
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the point set should be discarded. 
The cross-type pattern of the five points is a 

projection of a set of a small number of points on the 
calibration pattern plane. The origin of the coordinate 
system can be assumed to always be located at the center 
point of the set. The four outer reference points of the 
cross pattern are at the same distances from the center 
point of the cross pattern. In the five point group, four 
points have a symmetric form with respect to the center 
point of the set, and the correspondence problem 
between the image points and reference points on the 
calibration pattern can be solved simply by extracting the 
equivalent pattern for blob points on the image plane. 

Although the projected circle center differs from the 
ellipse centers, as noted in Ref.[26], the calibration 
pattern in this paper is a circle of a small size. This shape 
retains a fairly circular form even under severe 
perspective projection. As the direction of the camera 
axis for length measurement systems is typically similar 
to the normal direction of the calibration pattern plane, 
the ellipse center position can be used as the center of the 
calibration point. After the plane mapping test for the 
cross patterns of five points, many cross pattern groups 
can be accepted and all groups are combined to form a 
larger plane homography matrix. 

Because the five-point groups decide the 
homography matrix H between calibration target and 
image plane, the matrix can guide the transformed 
position on image plane of remained points on the 
calibration target plane. The dotted circles on the image 
plane in Fig.5 present the candidate positions guided by 
the homography matrix H obtained from five point 
groups. 
 

 
Fig.5 Five points group of cross-type pattern guiding 
transformed location of other points on calibration target plane 
 
4 Experimental 
 

In the experiments, the calibration pattern plate 
made of transparent and thin vinyl paper was used, and a 
CCD camera with image size of 1024×768 pixels with 
each pixel size of 4.5 μm×4.65 μm was used. This 
camera is connected to PC through IEEE1394 interface. 
Fig.1 shows the actual configuration of proposed system, 
as described in Ref.[17]. Navitar 12X zoom as 
magnification lens was used. The pattern for the camera 

calibration consists of round dots 1.0 mm in diameter, 
which was placed at a distance of 2.0 mm covering a 
region 140 mm×140 mm with black round dots on a 
transparent background of vinyl plate. The proposed 
method was tested for patterns with different 
backgrounds and uneven illumination. The image size 
was 1.024 × 768 pixels and the algorithm was 
implemented using C++ under a Windows XP 
environment. 

Fig.6 shows the experimental result for the different 
illumination plates. The image with a clean background 
under controlled lighting gives a good calibration point 
extraction result. For the cluttered background image 
with uneven illumination, the adaptive threshold 
algorithm provides a reliable binary image, and probable 
calibration patterns that are not occluded by the objects 
on the plate are extracted. The paper sheet pattern is very 
 

 
Fig.6 Extraction of calibration pattern for reference plate:    
(a) Uneven brightness calibration pattern taken under irregular 
light variation with background cluttered objects; (b) Local 
adaptive binarization of image; (c) Results of calibration 
pattern extraction 
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easy to prepare for the camera calibration as it can be 
produced by a laser printer and a CAD system. 
Measurement accuracy by the CCD camera after 
calibration is under about 0.15 m from (16 mm/1024 
pixels)×0.01 pixel calculated from the length of viewing 
size in horizontal region of the image and subpixel 
measurement resolution. 

With this resolution of image, to gain confidence in 
reliability of testing results, micro-tensile tests for the 
above described 5 specimens of BeNi were performed. 
For the digital image processing based approach using 
the CCD system, the eight black spots were marked on 
the surface of specimen at intervals of 1 mm using black 
pen. The force by load-cell and the extension between 
the grips by deflectometer were acquired at 10 points/s 
and the extension between black dots by the CCD 
camera system were acquired at 1 flame/s. 

Fig.7 shows the comparison of load—extension 
curves of BeNi thin film by the delectometer and CCD 
system. The open triangle symbol shows the result by 
CCD system and the open circle symbol represents the 
result using capacitance type sensor (deflectometer). In 
Fig.7, difference exists between the curves because the 
initial length to be deformed is different. Fig.8 shows the 
comparison of stress—strain curves of BeNi thin film by 
the delectometer and CCD system. From comparison of 
mechanical properties in Fig.8, the elastic modulus (127 
GPa), 0.2% off set yield strength (1 406 MPa) and 
ultimate tensile strength (1 528 MPa) by the CCD 
camera system are similar to the elastic modulus (129 
GPa), 0.2% off set yield strength (1 390 MPa) and ultimate 
tensile strength (1 528 MPa) by the deflectometer, 
respectively. But difference exists in the fracture strain 
by the CCD camera system (0.055 22) and by the 
deflectometer (0.065 73). Through tests, it can be 
convinced that the proposed system could be effectively 
used in the tensile test of thin films at microscale     
and could describe more accurately plastic behavior of  
 

 
Fig.7 Comparison of load—extension curves of BeNi 

 

 
Fig.8 Comparison of stress—strain curves of BeNi 
 
material of thin films than the delectometer (capacitance 
type sensor). 
 
5 Conclusions 
 

1) Camera calibration was the first step in a length 
measurement system using machine vision. A robust 
recognition method of a calibration pattern for camera 
calibration was presented. The digital image processing 
methods such as adaptive image binarization and plane 
homography were used to select correct calibration 
points and provide input data of the calibration. The 
method is very convenient and fully autonomous from 
the extraction of a calibration pattern and the 
corresponding information between a planar pattern and 
its image under conditions including uneven illumination 
and complicated backgrounds. 

2) First, the original gray-scale image with 
unbalanced variation of intensity is binarized by an 
adaptive thresholding algorithm. Image labeling of the 
binary image regions provides the coordinate data of 
each calibration point. A plane homography test is then 
employed to detect a local set of calibration points 
among equally spaced round dot patterns. This point set 
then guides the extraction of other calibration points. A 
homography transformation was used to test the 
correspondence between image points and reference 
points on a calibration pattern. The experiment results 
show that the method is easy to use and the robust for 
pattern images has cluttered backgrounds taken under 
irregular lighting conditions. Measurement accuracy by 
the CCD camera after calibration is under about 0.15 μm 
from (16 mm/1024 pixels)×0.01 pixel calculated from 
the length of viewing size in horizontal region of the 
image and subpixel measurement resolution. 

3) It is convinced that the proposed system could be 
effectively used in micro-tensile test of thin films at 
microscale and could describe more accurately plastic 
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behavior of material of the thin films than the 
delectometer (capacitance type sensor). 
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