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Abstract: Based on the entropy function, a two-dimensional phase field model of binary alloys was established. Meanwhile, an 
explicit difference method with uniform grid was adopted to solve the phase field and solute field controlled equations. And the 
alternating direction implicit (ADI) algorithm for solving temperature field controlled equation was also employed to avoid the 
restriction of time step. Some characteristics of the Ni−Cu alloy were captured in the process of non-isothermal solidification, and the 
comparative analysis of the isothermal and the non-isothermal solidification was investigated. The simulation results indicate that the 
non-isothermal model is favorable to simulate the real solidification process of binary alloys, and when the thermal diffusivity 
decreases, the non-isothermal phase-field model is gradually consistent with the isothermal phase-field model. 
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1 Introduction 
 

Microstructures are formed at moving liquid−solid 
interface, and the equiaxed dendritic solidification is a 
frequently observed mode in the process of  
solidification. In addition to some experimental methods, 
a large number of numerical methods are involved in 
solidification and materials processing [1−4]. As one of 
the numerical simulation methods to elucidate the 
complex microstructure evolution, the phase-field 
method has been widely accepted by researchers [5−8]. 
The phase-field model (PFM) is known to be powerful in 
describing the complex formation in the process of 
solidification, because all the controlling equations are 
given as unified forms in the whole space of system. And 
the phase-field method does not have to strictly 
distinguish the solid and liquid, thus it avoids the 
difficulty of tracking the complex liquid−solid  
interface [9−11]. 

In the solidification process of binary alloys, the 
solidification rate is limited by both heat and solute 
diffusion, and the heat and solute diffusion fields are 
coupled at the solid−liquid interface by the relations with 
flux balances. The first PFM for alloy isothermal 

solidification based on the free energy function was 
proposed by WHEELER et al [9], and it was widely 
called WBM I mode. In this model, the term of 2( )φ∇  
is embodied in the governing equations, but the 
situations of solute trapping are not exhibited because of 
neglecting the term of 2( )c∇ , then such situations are 
frequently observed experimentally. Thereby, 
WHEELER et al [12] advanced a new PFM(WBM II), 
which incorporated both the 2( )φ∇  and 2( )c∇  terms. 
But it is intriguing that some researchers confirmed that 
the term of 2( )c∇  is not necessary to predict solute 
trapping [13,14]. Another PFM for binary alloys was 
proposed by KIM et al [15,16], and was named KKS 
model. Then the KKS model is equivalent with the 
WBM model, but has a different definition of the free 
energy density for the interfacial region. For 
non-isothermal solidification, the effect of temperature 
distribution is considered in the PFM due to release of 
latent heat at the liquid−solid interface. CONTI [17] 
discussed the thermal effects on solidification of binary 
alloys, and LOGINOVA et al [18] simulated the dendritic 
morphology and temperature distribution of Ni−Cu 
binary alloy using phase-field method [18]. Recently, 
OHNO [19] expended the PFM to ternary alloys of 
non-isothermal solidification, and the convergence of  
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the simulation was investigated. 
In this work, a non-isothermal phase-field model is 

developed for simulating the dendritic growth of Ni−Cu 
binary alloys. Because of the great difference between 
the thermal diffusivity and the solute diffusivity, the ADI 
algorithm is employed for solving temperature field 
controlled equation, and the explicit difference method 
with uniform grid is adopted to solve the phase field and 
solute field controlled equation. Some characteristics of a 
Ni−Cu binary alloy are captured in the process of 
non-isothermal solidification with phase-field method, 
and the comparative analysis of the simulation results for 
isothermal and non-isothermal solidification of binary 
alloys is carried out. 
 
2 Phase-field model 
 

The present phase-field model for non-isothermal 
solidification of binary alloys is derived from Ref. [17], 
and the terms of 2( )φ∇  and 2( )c∇  are contained in 
the model. Based on the entropy function of the system, 
the controlling equations of the phase field, solute field 
and heat field can be defined as 
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where φ is the phase-field variable, and φ takes on 0 in 
solid and 1 in liquid; c is the molar fraction of a solute B 
in solvent A; here, A is Ni, B is Cu; T is the temperature 
of the system; Vm is the molar volume; R is the gas 
constant; ε(θ) represents anisotropy of the interfacial 
energy; Mφ is a phase-field parameter related to the 
interface dynamics, which is defined as 
 

A B(1 )M c M cMφ = − +                         (4) 
 

In Eqs. (1) and (2), HA can be defined as 
A A A

A
m

1 1( ) 30 ( ) ( )H W g g L
T T

φ φ′= + −              (5) 

where HB has the same expression as HA; LA is the heat 
latent of pure solvent A; A

mT  is the melting point of 
pure solvent A. 

In Eqs. (2), Dc is the solute diffusivity and defined 
as 
 

c s l s( )( )D D p D Dφ= + −                        (6) 
 

where Ds and Dl are the diffusivities in the liquid and 
solid, respectively. In above equations, g(φ) and p(φ) are 
defined as 
 

2 2( ) (1 )g φ φ φ= −                              (7) 
3 2( ) (10 15 6 )p φ φ φ φ= − +                       (8) 

 
In Eq. (3), cp is the specific heat capacity. In order to 

simplify the calculation, A B
p p pc c c= = ; DT is the thermal 

diffusivity of the mixture, and solid and liquid thermal 
conductivities of both materials are assumed. 

By solving the diffusion equations, the relationship 
among the phase-field parameters MA,B, WA,B, ε  and 
the material properties can be obtained [17,20,21]. 
 
3 Numerical issues 
 

In order to discretize the equations of the model for 
the second order in space and the first order in time, 
finite difference approximations were utilized to solve 
the phase field and solute field controlled equation; then, 
an explicit scheme was employed to advance the solution 
forward in time, and centered differencing 
approximations in space. The ADI algorithm was 
employed for solving temperature field controlled 
equation, as shown in appendix. Using the above scheme, 
the C Programming Code was implemented to complete 
the phase-field simulation based on the compatibility of 
VC++ platform. The Z′ero-Neumann boundary condition 
was imposed to the c and φ at the boundaries in the bulk 
region, and the constant boundary condition was 
imposed to the temperature field. They are written as 
 

0=
∂
∂

=
∂
∂

n
c

n
φ , 0TT =∞                         (9) 

 
The mesh spacing Δx has to be selected low 

enough to ensure an accurate resolution of both the 
phase-field and concentration profiles in the interfacial 
region. For convergence, the mesh spacing Δx and the 
time step Δt are given by  

2

l4
xt
D

Δ
Δ <                                  (10) 
 

In accordance with the convergent condition, the 
step spacing Δy=Δx=2.41×10−6 cm and the time step 
Δt=1.1×10−8 s. In the present work, a square 
computational domain of 800×800 grids was used in the 
simulations. 

The PFM usually can be considered one of the 
deterministic methods, and the crystal nucleation is 
finished before growth. So, the initial conditions can be 
required as 
 

2 2 2
0 0 0( ) ( )x x y y r− + − ≤ , φ=0, T=T0, eq

sc c=           (11) 
2 2 2

0 0 0( ) ( )x x y y r− + − > , φ=1, 0T T T= − Δ , c c∞=    (12) 
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where r0 is the radius of an initial nucleus; x and y are the 
coordinate axes; (x0, y0) is the position of the initial 
nucleus; T0=1574 K is the initial temperature of the solid; 
∆T is the initial undercooling; eq

sc  is the initial 
concentration of solid; c∞  is the initial concentration of 
liquid. Here, we take eq

sc =0.3994 and c∞ =0.40831. 
 
4 Results and discussion 
 

For the solidification of binary alloy, the interfacial 
morphology is controlled by both heat and solute 
diffusion. The dendritic formation and temperature 
distribution of Ni−Cu binary alloy obtained under 
non-isothermal condition are shown in Fig. 1 at the 
growth time of 0.66 ms. Figure 1(a) shows the 
phase-field and concentration morphology profile. The 
initial temperature (T0) is set to be 1574 K, and this 
disposal is consistent with the isothermal case. 

It can be found that the dendritic growth shows 
obvious preferred orientation although the initial crystal 
nucleus is set to be spherical, because the anisotropy is 
considered in the model. The main trunks grow going 
with obvious necking. The side-branches grow in a 
direction which is perpendicular to the parent branches, 
and they have undergone obvious remelting during 
competitive growth. In the phase-field model, the growth 
morphology exhibits a general four-symmetry, but the 
details of the side arms are not perfectly symmetric. The 
maximum value of the solute concentration is 
corresponding to the region of the dendrites between the 
secondary arms, and the solute concentration in the 
primary arm’s spines is relatively low, as well as in the 
secondary arm’s spines. This is caused by the curvature 
effect in the process of solidification. These phenomena 
are consistent with the simulations of isothermal 
phase-field model, which can be seen in the previous 
work [21]. 

From Fig. 1(b), it can be found that dendrite growth 
is surrounded by thick thermal diffusion layer in the 
process of solidification, and the thermal gradient is 
apparent in the interfacial region. The temperature in the 
solid regions is higher than in the liquid regions, and the 
highest temperature is located in the region between the 
secondary arms. With the non-isothermal solidification, 
the latent heat release increases the temperature of the 
system, and the thermal diffusion of solid is so difficult, 
thus, the solid temperature increases, that is, recalescence 
occurs. According to the phase diagram of Ni−Cu, the 
enrichment of Cu will cause decline of the liquidus, and 
the region will be the final solidifying zone. Then, the 
thermal diffusion is embarrassed by the developed 
side-branches, which results in the highest temperature. 

Figure 2 demonstrates that the highest temperature 
varies with time in the process of solidification. It can be 

 

 

Fig. 1 Dendritic morphology and thermal distribution of 
non-isothermal phase-field modeling: (a) Phase field and 
concentration field; (b) Temperature field 
 

 
Fig. 2 Variety of the highest temperature with time 
 
seen that, the temperature of the solidifying zone rises 
rapidly from 1574 K to 1574.2 K, and then increases 
dynamically with time, but the overall deviation is in the 
range of 0.35 K. Because the latent heat release increases 
the temperature of the system, the crystal growth is 
restrained at higher temperatures. Then, the latent heat 
release per unit time is reduced at low growth velocities, 
and the temperature of liquid−solid interface decreases, 
which results in the growth velocity increasing. So, the 
growth velocity and thermal distribution exhibit evident 
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fluctuation. 
Figure 3 shows the tip velocity－time curves with 

isothermal and non-isothermal solidification. It can be 
found that, the stable value of tip velocity is convergent 
rapidly in isothermal simulation, although a trivial 
fluctuation occurs. The tip velocity of non-isothermal 
simulation is difficult to converge to a stable value, but 
fluctuates acutely, and the fluctuation cycle is about   
0.1 ms. Generally, the tip velocity of isothermal 
simulation is slightly higher than that obtained in non- 
isothermal simulation. The solute concentration profiles 
in the growth direction through a dendritic tip at different 
solidifying conditions are shown in Fig. 4 at the growth 
time of 0.8 ms. Here, the position of solute peak value 
corresponds to the interfacial position. It can be found 
that the simulation results of the two cases are consistent 
with the classical solidification theory, but the solid 
solute concentration of non-isothermal simulation is 
slightly higher than that obtained with isothermal model. 
As a whole, the solid diffusivity (~10−9 cm/s) is 
significantly lower than the growth velocity, and the 
solute in the solid has no enough time to be redistributed. 
But the solute diffuses more sufficiently with the 
 

 
Fig. 3 Variety of tip velocity with time 
 

 

Fig. 4 Concentration profiles in growth direction through 
dendritic tip 

non-isothermal solidification, because the latent heat 
release is taken into account, which causes a decrease in 
growth speed. 

In order to investigate the tip operating behavior 
under non-isothermal condition, the effect of the 
interfacial width on the growth speed is shown in Fig. 5. 
It can be found that, the dendrite growth is obviously 
restrained by the interfacial width. With increase of the 
interfacial width, the fluctuation wavelength of the 
dendritic tip velocity declines apparently, and the 
fluctuation cycle increases markedly. When the 
interfacial width δ=7.2×10−6 cm, the tip velocity is 
convergent to a stable value, about 1.3 cm/s. But, it 
should be noted that the real interfacial width of metal is 
about 10−8 cm, so the acute fluctuation of the tip velocity 
is consistent with the actual solidification. 
 

 
Fig. 5 Effect of interfacial width on tip operating behavior 
 

In order to investigate the consistency between the 
isothermal PFM and the non-isothermal PFM, the effect 
of the thermal diffusivity DT on the interfacial profile is 
investigated, as shown in Fig. 6. It can be found that, the 
thermal diffusion layer is thick at large DT, and the heat 
generated by solidification can be quickly spread out, so 
the temperature rises more slowly in the solidifying zone. 
With decrement of DT, the thermal diffusion layer 
becomes thin, and the latent heat release is resorted in the 
solidifying zone, thus the simulation results are gradually 
consistent with the isothermal simulation. Due to the fact 
that release of the latent heat is little at a small DT, the 
effect of the latent heat on the thermal distribution in the 
original melt is trivial, then the undercooling degree of 
the melt is high. So, the growth of the dendrite is 
successive, and the morphology is ripened and developed, 
which is consistent with the result of isothermal 
simulation. 
 
5 Conclusions 
 

1) A non-isothermal phase field model of     
binary alloy is progressed for simulating the interfacial  
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Fig. 6 Temperature field profile under different DT: (a) 
DT=0.155 cm2/s; (b) DT=0.08 cm2/s; (c) DT=0.02 cm2/s 
 
morphology profiles. The explicit difference method is 
implemented to solve the phase field and solute field 
controlled equations, and the alternating direction 
implicit(ADI) algorithm is employed to solve the thermal 
diffusion equation. 

2) The non-isothermal simulation results are closer 
to the actual solidification process of binary alloys 
compared with the isothermal simulation results. In the 
non-isothermal solidification process, the temperature 
increases in the solidifying zone, and recalescence  
occurs. Then, dendrite grows corresponding with thick 
thermal diffusion layers. The solute diffuses more 
sufficiently in the condition of non-isothermal 
solidification. The tip velocity of non-isothermal 

simulation fluctuates acutely comparative to isothermal 
solidification, and the fluctuation cycle is about 0.1 ms. 
With increase of the interfacial width, the fluctuation 
wavelength of the dendritic tip velocity declines 
apparently, and the fluctuation cycle increases markedly. 
Because the solute diffusivity is so small, the micro- 
segregation is severe in both solidifying conditions. 
When the thermal diffusivity decreases, the non- 
isothermal PFM is gradually consistent with the 
isothermal PFM. 

 
Appendix  
 
ADI algorithm for solving thermal diffusion Equation 
(3) 

In the first time step ∆t, the explicit difference 
method is employed to solve the equation in x-axis 
direction, and the implicit difference method is employed 
to solve the equation in y-axis direction. It can be written 
as 
 

( ) ( )1
, , A B1

n n
i j i j

p

T T p
c L cL

t c t
φ φ+ − ′ ∂⎡ ⎤+ − + ⋅ ⋅ =⎣ ⎦Δ ∂

 

1 1 1
1, , 1,

2

2n n n
i j i j i j

T
T T T

D
x

+ + +
+ −− +

+
Δ

 

, 1 , , 1
2

2n n n
i j i j i j

T
T T T

D
y

+ −− +

Δ
 

where n is time node, and the term of 2t xΔ Δ  is 
multiplied to both sides of the equation, 
 

( )2 1 2 2 A B
, , 1n n

i j i jx T x T t x c L cL+ ⎡ ⎤Δ − Δ + Δ Δ − + ⋅⎣ ⎦     

( ) ( )1 1 1
1, , 1,2n n n

T i j i j i j
p

p
tD T T T

c t
φ φ + + +

+ −
′ ∂

⋅ = Δ − + +
∂

 

( ), 1 , , 12n n n
T i j i j i jtD T T T+ −Δ − +  

Then both sides of the equation are divided by 
TtDΔ , 

2
1 1 1

1, , 1,2n n n
i j i j i j

T

xT T T
tD

+ + +
− +

⎛ ⎞Δ
− + + − +⎜ ⎟⎜ ⎟Δ⎝ ⎠

 

( ) ( )2
A B1

T p

px c L cL
D c t

φ φ′Δ ∂⎡ ⎤− + ⋅ ⋅ =⎣ ⎦ ∂
 

2

, 1 , , 12n n n
i j i j i j

T

xT T T
tD+ −

⎛ ⎞Δ
+ − +⎜ ⎟⎜ ⎟Δ⎝ ⎠

 

The above equation is solved by setting the 
following formations: 
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where N is the whole number, and N>0, So, the thermal 
diffusion equation can be dispersed as 
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In the second time step ∆t, the implicit difference 
method is employed to solve the equation in x-axis 
direction, and the explicit difference method is employed 
to solve the equation in y-axis direction. So, the thermal 
diffusion equation can be dispersed as 
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相场法对比模拟二元合金等温/非等温凝固过程 
 

肖荣振，安国升，朱昶胜，王智平，杨世银 

 
兰州理工大学 甘肃省有色金属新材料省部共建国家重点实验室，兰州 730050 

 
摘  要：基于熵函数建立二元合金的二维相场模型，采用基于均匀网格的有限差分法求解相场和溶质场控制方程；

为了避免时间步长的限定，采用交替隐式差分法(ADI)求解温度场控制方程。对 Ni−Cu 合金非等温凝固过程的部

分特征进行模拟研究，对比分析二元合金等温/非等温凝固过程。模拟结果表明：非等温模型更能有效地模拟二元

合金的实际凝固过程，并且随着热扩散系数的减小，非等温相场模型逐渐向等温相场模型回归。 
关键词：相场法；二元合金；等温凝固；非等温凝固 
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