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基于混合正则化的重力场约束反演 

朱自强，曹书锦，鲁光银 

(中南大学 地球科学与信息物理学院，长沙  410083) 

摘 要：在实际地下地质构造是一类多尺度的构造(如断层和褶皱等)，而传统的正则化方法多基于最小光滑策略， 

其反演密度模型一般不易辨识以上构造。 为此在分裂 Bregman迭代正则化框架下引入混合正则化方法以充分利用 

非光滑反演和小波多尺度反演算子的特性，引入与衰减系数无关的深度加权矩阵以更好地描述深部异常；针对非 

光滑反演中异常幅值易于超出现实及理论异常范围，引入密度成像中的约束以确保反演具有物理意义。通过设置 

两类模型，对比多类正则化反演方法。反演结果显示：混合正则化反演能有效地勾勒异常边界；在处理埋深不同 

的异常源时，相对于聚焦反演出现的过度聚焦现象而导致的反演深度描述不准确、异常歪斜，混合正则化反演的 

聚焦效应相对较弱、但深度描述准确。这表明本研究反演确实可行、有效，且具有更强的适应性。 
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3D gravity inversion with bound constraint based on 
hyper­parameter regularization 

ZHU Zi­qiang, CAO Shu­jin, LU Guang­yin 

(School of Geosciences and Info­Physics, Central South University, Changsha 410083, China) 

Abstract: Traditional  regularization  inversions  based  on minimum  smooth  cannot  distinguish  the  discontinuity of  the 
underground  subsurface  (such as  faults  and  folds,  etc.). Hyper­parameter  regularization method was  introduced under 
split  Bregman  iterative  regularization  framework  for  taking  advantage  of  edge­preserving  inversion  and  wavelet 
multiscale operator. A new depth matrix was created based on sensitive matrix  for giving an exact description of deep 
density abnormity. Physical bounds were imposed in each inverse  iteration to obtain meaningful solutions and to avoid 
insignificant abnormality in non­smooth inversion. The smoothness inversion, Marquardt inversion, Occam inversion and 
focusing  inversion  with  two  synthetic  models  were  compared.  The  inversion  results  show  that  the  hyper­parameter 
regularization inversion can preserve edge effectively and has relatively weak focusing effect when treating the designed 
model  with  different  depth  sources. Meanwhile,  this  method  can  avoid  inaccurate  depth  description  and  obliqueness 
caused by over­regularization in focusing inversion. Moreover, the inversion proposed in this study is feasible, effective, 
and has better adaptability. 
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传统  Tikhonov 正则化方法是针对线性不适定的 

问题而提出的，其具有成像速度快、求解稳定、定位 

准确等优点。然而现实的地质构造可抽象为两部分， 

其一为地层内物性变化不大的部分，即平滑部分；其 

二为地层与地层的接触部分，即间断部分 [1] 。这导致 

了基于全局平滑策略采用连续函数作罚函数的 
Tikhonov 正则化算法会因  L2 范数函数平滑效应在一 

定程度上存在反演质量不高(对比度低，分辨能力较 
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差，多个物体之间存在伪迹等)的弊病 [2] 。如何得到更 

清晰的地质界面的反演结果仍是当前地球物理反演研 

究的一个重点课题 [3] 。 

为此，在过去的十几年中，众多学者在边界识别/ 
边界保存的位场反演技术等方面做出了大量的工作， 

大体上可以分为如下两类：非光滑反演和多尺度小波 

域反演。 非光滑反演如全变差正则化 [4−5] 、 聚焦反演 [6−7] 

和尖锐边界/陡边界反演 [8−9] 。尖边界反演在地质先验 

信息充足的情况下能取得极好的反演效果，但其对初 

始模型的设置和先验地质信息的准确性要求较高，难 

适用于起伏地形条件下的反演工作，且存在反演深部 

构造不够准确以及加入约束条件较困难等不足。聚焦 

反演虽具有成像快速和对单一异常效果明显等优点， 

但受聚焦作用的影响，在地质构造复杂且各构造权重 

不均的情况下，易使得构造形态发生畸变及导致对目 

标区域的定位不准 [2] 。与传统正则化方法相比，全变 

差正则化建立在泛函分析和微分几何的数学模型基础 

上，所用罚函数的全变差滤波器结构简单，系数容易 

计算。它对离散函数波动的阻尼作用是离散的，这就 

使得变差函数很适用于离散分布函数(介质非连续分 

布区域)的正则化处理 [2] ，从而消除噪声并保持反演细 

节，特别是具有较好的保边缘性，且成像速度较 

快 [5,  10] 。但是全变差正则化的目标函数收敛程度不如 
Tikhonov 正则化好，存在定位目标区域不准确等缺 

点 [11] 。实际上，每种正则化方法都有一定的侧重性， 

也就意味着对相应的问题有着非常重要的单一优势， 

而在面对较为复杂的地质构造时，这种优势即转变成 

过度正则化效应， 如 Tikhonov正则化在地质构造边界 

上的过度光滑、全变差正则化只能较好的适用于连续 

常值区域即地质构造内等 [11] 。而第二类反演策略，将 

模型通过基函数投影到不同尺度的空间，并采用一定 

阈值的罚函数剔除噪声/保留某一特定频率 [12−13] ， 以达 

到保持不连续边界，获取更强的边界识别能力 [14−15] 。 

为此，本文作者将全变差正则化与多尺度小波进 

行优化组合，以在利用它们对特定构造信息有某些优 

点的同时规避其本身固有的缺陷，从而更好地在得到 

清晰构造边界的同时快速而稳定的求解。 在本研究中， 

引入一类多尺度小波稀疏算子，以借助其在保持边界 

的同时具有一定光滑效应，在此基础上引入具有边界 

保持特性的全变差算子，将两者在分裂 Bregman 迭代 

算法的框架下有机地实现混合正则化反演 [16] ；引入与 

衰减系数κ 无关的深度加权矩阵，以更好地描述深部 

异常；针对非光滑反演中，异常幅值易于超出在现实 

及理论异常范围，引入异常幅值上下限以确保反演具 

有物理意义。 本研究设置两类不同模型(同一深度和一 

系列多个不同深度)， 分别对比多类位场反演及聚焦反 

演与本研究混合正则化反演在面对不同深度异常的适 

应性。面对同一深度异常时，由于空间内各异常源权 

重大小相对平衡，反演深度加权仅表现在所得反演结 

果是否能与初始正演模型一致。数值结果表明，光滑 

反演、Marquardt 反演 [17] 和 Occam 反演 [18] 均表现为能 

准确确定异常大体空间位置，但以上三者均难以分辨 

其异常下底板位置；而面对不同深度异常源时，即使 

异常幅值相同的异常源，由于深度的不同，导致各异 

常源权重大小相差巨大。深度加权矩阵在光滑反演、 
Marquardt 反演和 Occam 反演中的效果均很差；而聚 

焦反演 [19] 和混合正则化反演在两类情况下，均表现出 

较好的聚焦效应(边缘保持效果)。相对于聚焦反演， 

混合正则化反演并没有出现过度聚焦效应，而表现出 

一类较弱的聚焦效应，并给出了准确的异常深度。这 

表明了本研究提出的算法的正确性、即对不同深度异 

常的适应性。 

1  正演 

根据万有引力定律，一个体积为  V，剩余密度为 
ρ的地质体，在其外部空间任意一点的引力位为 

( ) ( , ) ( )d 
V 

U K V υ ρ ′ ′ = ∫∫∫ r r r r  (1) 

式中：  ( ) U  r  、  ( , ) K ′ r r  分别为依赖于测点 r和地质体 r′ 
的物理量和核函数；  ( ) ρ ′ r  为密度函数；引力常数 

υ =6.672×10 −8 m 3 /(g −1 ∙s −2 )。 

在物性反演中，使用长方体对  V 离散，以式(1) 
计算各长方体的异常响应。任意长方体在坐标(x，y， 
z)处的异常值的计算公式可重写为 [20] 

2 2 2 2 

2 2 2 2 1 1 2 
ln 1 j j 

z ijk i 
i j k  i k i k 

y y 
g x 

x z x z 
υρ µ 

= = = 

   
   = + + + 
   + +    

∑∑∑ 

2 

2 2 2 2 
ln 1 arctan  i j i i 
j k 

k ijk j k j k 

x y x x y z 
z r y z y z 

   
   + + −    +   +     

(2) 

式中：( ) 1 1 1 , , ξ η ζ 和 ( ) 2 2 2 , , ξ η ζ 分别为长方体体对角线 

上 的 两 节 点 坐 标 ；  i i x x ξ = −  ,  j j y y η = −  , 

k k z z ζ = − ；  2 2 2 
ijk i j k r x y z = + + ；  + + +1 ( 1) i j k 

ijk µ = − 。 

2  重力场混合正则化反演 

重力正演可以表示如下：
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d=Gm  (3) 

式中：d 为观测场值所组成的向量且其长度为  Nd；G 
为相对应位场的正演算子，为  ( ) ( x y x N N N × × × 

d m ) y z N N N N × = × 大小的矩阵；m为 Nm 长度的物性 

参数向量。 

传统位场反演等价于求解线性方程(3)的反问题， 

在正则化理论基础上构建三维反问题 

2 
2 argmin ( ) 

2 
J µ 

+ − 
m 

m d Gm  (4) 

此处，J(m)通常为 L1 或 L2 罚项，  2 
2 − d Gm  为数 

据泛函。为进一步提高物性反演成像在深度上的分辨 

率，引入 L1 多尺度小波与全变差正则化，在保留位场 

多尺度特征的同时，增强边界区分的能力，以更好地 

得到清晰构造边界的同时快速而稳定的求解。联合稀 

疏约束反演的可通过修改式(4)中 J(m)实现， 

( ) | | | | J W = + m m m ∇  (5) 

式中：W为多尺度正交小波算子，  T = W W I ，I为单 

位阵；∇ 为全变差算子。W和∇ 很相似，可确保找到 

多个正则化参数使得反演结果稳定。 

式(4)可改写为 

2 
2 argmin | | | | || || 

2 
µ 

λ γ   + + −   
  m 

m Wm d Gm ∇  (6) 

式中：γ和 λ均为正则化参数。 

将  | | λ  m ∇ 写为泛函形式： 

TV ( ) | | d 
V 

V ϕ λ = ∫ m m ∇  (7) 

使用 L1 范数，则有 [21] 

2 2 2 
TV ( ) d d d x y z  x y z ϕ λ = + + ∫∫∫ m m m m  (8) 

其导数为 

TV  ( ) div 
ϕ 

λ 
  ∂ 

= −     ∂   

m m 
m m 

∇ 
∇ 

(9) 

通常采用迭代最小二乘法序贯求解式(6) [22] ，即将 

式(6)中数据泛函分别与两正则项联立，通过如下两步 

骤迭代求解m， 

第一步： 

1/ 2 2 
2 argmin | | || || 

2 
k k k µ 

γ +   ← + −   
  

m Wm d Gm  (10) 

第二步： 

1 1/ 2 1/ 2 2 
2 argmin | | || || 

2 
k k k µ 

λ + + +   ← + −   
  

m m d Gm ∇ 

(11) 
由于需要通过两步迭代求解式(6)，在解混合正则 

化问题上，采用传统的序贯方法远比常规单一正则化 

效率低。WRIGHT [23] 提出固定点迭代算法，但其仅为 

线性收敛，存在收敛速度慢的问题；GOLDSTEIN 
等 [24] 提出了分裂迭代正则化算法，以降低模型的计算 

复杂性；JIA等 [25] 进一步给出了其收敛性分析。 

为此，对式(6)引入收敛更快的最小分裂 Bregman 
迭代算法 [16] 。利用  p1 和  p2 分别替换式(6)中的∇m 和 
Wm两项，得一约束优化问题 

2 
2 argmin 

2 m 

µ 
γ λ   + + −   
  1 2 p p d Gm 

s.t. 
=  

 =  
1 

2 

p Wm 
p m ∇ 

(12) 

将式(12)转化为无约束优化问题 

2 
2 , , argmin | | | | || || 

2 
µ 

γ λ  = + + − +  
 1 2 1 2 

m 
m p p p p d Gm 

2 2 
2 2 || | || || 

2 2 
γ λ  − + −  

 1 2 p Wm p m ∇  (13) 

对上式中 m求导，并令求导式等于零，那么迭代 

形式为 
T T T T 1 1 ( )  k k rhs µ γ λ + + + + = d d G W W G W W m ∇ ∇  (14) 

式中：

1 T T T ( ) k k k k rhs µ γ + = + − + d w G W d W w b 

, , 
( ) T k k 

i i i 
i x y z 

λ 
= 

− ∑  d b ∇  (15) 

3 
x y z  R = + + ∈ ， ∇ ∇ ∇ ∇ ∇ ，  x ∇ 、  y ∇ 和  z ∇ 为沿坐 

标系三轴向的差分运算；w k 、  k w b  、  k 
i d  和  k i b  为反演迭 

代的临时中间值；  d W  为数据加权矩阵。 

利用 Soft­shrinkage公式 [26] 对式(12)中约束项求解 

以更新式(14)中的 w k 、  k w b  、  k 
i d  和  k i b  ： 

1  shrink( ,1/ )( ) k k k k 
i i i s λ + = + d m b ∇ 

1 k k k k + = + − w w b b Wm w 

1 k k k 
i i 

+ = − i b m d ∇ 

1  shrink( ,1/ ) k k k γ + = +  w w Wm b  (16) 

式中： shrink( , ) x τ 为软阀值收敛函数 [27] ， 

shrink( , ) 0 
x x 

x x 
x x 

τ τ 
τ τ 

τ τ 

− >  
 =  
 + < −  

≤  (17) 

和 
1/ 2 

2 

, , 

k k k 
i i i 

i x y z 
s 

= 

  
= −     
  
∑  m b ∇  (18)
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混合正则化反演其主要受式(14)的求解速度控 

制，尤其在做海量面数据的三维反演时，这种瓶颈效 

应更加明显 [27] ，那么要减少计算时间，应保持反演收 

敛速度更快、迭代次数尽可能小和减少反演核矩阵参 

与运算的次数。式(14)的收敛速度和迭代次数受到系 

数矩阵的条件数控制，对于三维密度成像反演而言， 

系数矩阵的条件数相当大。为避免迭代次数太大，可 

以通过左乘一预条件矩阵， 

T T 
1 γ λ = + + Z G G I  ∇ ∇  (19) 

对于小模型物性反演成像问题，直接对式(14)左乘  Z1 
其计算效率将大幅提高；但对海量面数据的三维物性 

反演成像，引入预条件共轭梯度法可快速近似的计算 

式(14) [28] ， 当式(5)由多尺度小波算子W和全变差算子 
∇ 组合而成时，G T G的预条件算子可近似地为其自身 

的对角矩阵 

T T 
2  diag( ) γ λ = + + Z G G I  ∇ ∇  (20) 

3  深度加权 

位场物性反演的一个目标是取得地下物性的分 

布，其深度分辨率远逊于重磁位场在确定异常边缘上 

的分辨率。主要原因在于重力值与场源到观测点的距 

离的幂次方成反比，从而使重力异常的幅值随着物性 

网格质心深度的增加而迅速衰减，由此产生一种现 

象—“趋肤效应” ， 一般可以通过引入深度加权函数近 

似补偿核函数随着深度的衰减。仅考虑深度方向上的 

距离，而忽略观测点与密度体在水平方向上的差异， 

可以使用  2 
0 ( ) z z − + 近似表示核函数随着深度的衰减。 

LI等 [29] 在三维重力反演中，引入深度加权函数 
/ 2 

0 ( ) ( ) z z z κ ω − = +  (21) 

式中：z为物性网格中心埋深，z0 和 κ为常数，z0 取决 

于物性网格的尺寸以及观测点高度。此时式(8)预条件 

算子可改写为  /2 z κ − = 3 Z I 。通过调整 z0 和 κ的值，以 

近似表达核函数的趋肤效应 [29] 。 

相对于  Z1 与  Z2，Z3 求逆或左乘的计算成本远比 

前两者要小。在重力反演中 κ一般在 1.5~2.0之间 [29] ； 

而在重力梯度反演中，κ一般在 2.0~3.0之间；在磁化 

率反演中，κ=3 [30] 。这致使在重磁位场多分量联合反 

演中难于确定  κ。相比前者而言，PORTNIAGUINE 

等 [31] 给出了一个更为简单的基于反演核矩阵的先验 

深度加权 Z： 

d N 
2 

1 
diag sqrt 1, , ij m 

i 
G j N 

= 

    
  = =           

∑ Z  L  (22) 

式中：Gij 对应于核矩阵 G中第 i行第 j列的元素。 

因此，在不考虑物性网格在水平方向上的差异及 

网格边界效应的影响时，Z 将随着物性网格的深度增 

加而减小。若应用于式(4)上，Z 将优先约束在浅层网 

格上，从而使得在作用深部的物性网格权重更重 [32] 。 

引入深度加权项(11)，对式(4)改写 

2 1 
2 

1 
argmin ( ) 

2 
J µ −   + −   

  m 
Z m d Gm  (23) 

类似于式(6)，引入混合正则化项，则 

2 
2 

1 
argmin | | | | || || 

2 
W γ λ   ′ ′ ∇ + + −   

  m 
Z m m d Gm  (24) 

式中：  1  (1 ) γ µ γ β − ′ = − ，  1 λ µ λβ − ′ = ；γ ′、λ′和 β 的 

确定可以参考[33]。 

通过类似于(12)~(14)推导，式(24)有如下的迭代 

形式

T T T T 1 1 ( )  k k 
w w w w w w  rhs γ λ + + ′ ′ + + = d d G W W G W W m ∇ ∇ 

(25) 
式中：

1 T T T T 
, 

, , 
( ) ( ) k k k 

w w w i 
i x y z 

rhs γ λ + 

= 

′ ′ = + − + − ∑ d w i i G W d W w b d b ∇ 

(26) 
­1 = w d G W GZ  ，  w W = ZW ，  w = Z ∇ ∇ ， = w m Zm。 

在地球物理重磁场反演中，使用非线性共轭梯度 

法或预条件共轭梯度法求解反问题，通常难于获得尖 

锐边界 [9] 。为在反演结果中保存物性边界，可以利用 

重加权正则化共轭梯度法求解式(25) [34−35] ，并利用式 

(16)求解更新 w k 、  k w b  、  k 
i d  和  k i b  以实现重力场混合正 

则项联合约束反演。 

4  密度成像中的约束 

对于密度成像而言，密度是唯一的反演参数。对 

于式(4)中的目标函数，可以施加如下密度约束条件 

min max m m < < m 

式中：mmin 和 mmax 分别为异常上下限，但这种约束长 

导致异常倒置现象(如图  1(f))。ZHDANOV 等 [36] 给出 

一约束反演异常的对数变换对，正变换为 
min 

max 
lg 

m 
m 
− ′ = 
− 

m 
m 

m 
(27)



第 24 卷第 10 期 朱自强，等：基于混合正则化的重力场约束反演  2605 

图 1  重力正演模型及不同反演方法效果对比 

Fig. 1  Forward model of gravity data and comparison of effect of different inversion methods: (a) Forward model; (b) Smoothness 

inversion; (c) Marquardt inversion; (d) Occam inversion; (e) Focusing inversion; (f) Hyper­parameter regularization inversion 

与其对应的反变换为 

min max exp( ) 
1 exp( ) 

m m ′ + 
= 

′ + 
m 

m 
m 

(28) 

重力场混合正则项联合反演是在对数空间  m′中 

进行，无论 m′多么大，或多么小，反对数变换式(28) 
都能确保 m在 mmin 与 mmax 之间。 

而此时，式(24)则修改为 

2 1 
2 

1 
argmin ( ) ( ) 

2 
Z J µ −   ′ ′ + −   
  m 

m d Gm 

5  模型实验 

5.1  实验模拟一 

构建一正演模型(如图  1(a))对上述方法原理进行 

验证，将场源空间划分为 20×20×16=6400个物性网 

格， 每个物性网格沿 x、 y和 z轴方向的长度均为 50 m。 

如图  1(a)所示，地下空间存在两个异常体，两个异常 

体的大小均为 200 m×200 m×200 m，异常体顶板埋 

深均为 200  m，底板为 400  m，异常体的剩余密度为 
1×10 3 kg/m 3 。总共有 20×20=400个采集数据，测点 

高度为 25 m，测点间距为 50 m。 

反演数据为添加 3%的高斯白噪的正演模拟数据。 

在光滑反演(图 1(b))、 Marquardt反演(图 1(c))及Occam 

反演 (图  1(d))中， λ=4  和  β=1.8；聚焦反演使用 
MS 2 2 1/ 2 diag[( ) ] e  e − = + W m  作为聚焦算子， e=1.2× 

10 −6 (图 1(e))；在混合正则化反演(图 1(f))中，γ=0.01、 
λ=0.1 和 μ=1。在图 1(b)、(c)和(d)中三者效果相当， 

三者在深度上的分辨率一般，尤以光滑反演(图  1(b)) 

在深度上的分辨率最差，异常底板分界面非常模糊， 

难以辨识；而聚焦反演取得了较为清晰的边界，由于 

聚焦作用的影响，存在过度聚焦的现象(图 1(e))，即反 

演得出异常的规模远比实际的要小，而异常幅值要比 

模型实际要大得多。相比于聚焦反演，本研究反演方 

法的聚焦作用更为明显，但其反演轮廓与正演模型 

相当。 

5.2  实验模拟二 

鉴于光滑反演(图  1(b))、Marquardt 反演(图  1(c)) 

及 Occam 反演(图 1(d))，在深度方向的分辨率较差， 

限于文章篇幅，便不再对比以上 3 种算法。为对上述 

方 法 原 理 进 行 验 证 ， 将 场 源 空 间 划 分 为 

40×40×20=32000 个物性网格，每个单元格沿  x、y 
和 z轴方向的长度均为 50 m。总共有 40×40=1600个 

采集数据，测点高度为 25  m，测点间距为 50  m。如 

图 2所示， 地下空间存在两个异常体， 其大小均为 200 

m×200  m×200  m。1号和 2号异常体的剩余密度分 

别为 3×10 3 kg/m 3 ，1×10 3 kg/m 3 。以 100 m为步长 ZΔ 
沿 z轴向下逐一移动 1号异常源，ZΔ 分别为 0、100、 

200、300和 400。 

反演数据为添加 3%的高斯白噪的正演模拟数据。
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图 2  正演模型 

Fig. 2  Forward model of gravity 

在混合正则化反演(图 3)中，γ=0.01、λ=0.1 和 μ=1； 

聚焦反演使用  MS 2 2 1/ 2 diag[( ) ] e  e − = + W m  作为聚焦算 

子，e=1.2×10 −6 。异常上下限均为 mmin=0和 mmax=3。 

如图 3(a)和(b)所示，当 ZΔ=0时，聚焦反演与混合正 

则化反演都取得了较为清晰的边界，并将两者区分开 

来；混合正则化反演取得了与正演模型较为一致的结 

果(图 3(b))；聚焦反演则在幅值上表现出一定的过度 

聚焦效应，1号和 2号异常其空间范围与实际存在较 

大偏差，过度聚焦效应明显。当 ZΔ=100时，混合正 

则化反演的 2号异常幅值仍然保持在 1×10 3 kg/m 3 ， 

1号异常幅值保持在 2×10 3 kg/m 3 ， 整体上其异常分布 

图 3  不同反演方法对不同埋深的异常源的反演效果对比 

Fig. 3  Comparison of inversion effect of two different inversion methods on density abnormalities with different depth sources: (a) 

Focusing inversion, ZΔ=0; (b) Hyper­parameter regularization inversion, ZΔ=0; (c) Focusing inversion, ZΔ=100; (d) Hyper­parameter 

regularization inversion, ZΔ=100; (e) Focusing inversion, ZΔ=200;(f) Hyper­parameter regularization inversion, ZΔ=200;(g) Focusing 

inversion,  ZΔ=300;  (h)  Hyper­parameter  regularization  inversion,  ZΔ=300;  (i)  Focusing  inversion,  ZΔ=400  ;  (j)  Hyper­parameter 

regularization inversion, ZΔ=400
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与正演模型较为一致(见图  3(d))；聚焦反演其  2 号异 

常与正演模型较一致，而 1 号异常由于受过度正则化 

效应的影响，导致深度不同的异常源出现了一定的歪 

斜(见图 3(c)及(i))。当 ZΔ=200 时，由于 2 号异常密度 

较大且埋深较深，导致其在总场效应上与 1号异常相 

当(见图 3(e)和(f))， 混合正则化反演和聚焦反演的结果 

相当，这同时能与图 1(e)和(f)相互验证。当 ZΔ=300及 
ZΔ=400时，相较聚焦反演而言，混合正则化反演具有 

更强的适应性(见图  3(g)和(h))，并有效地避免了过度 

正则化效应(见图 3(i)和(j))。 

6  结论 

1)  充分分析在混合正则化框架下预条件算子的 

实现及计算性能，给出适合多阶重力分量的预条件算 

子；并在此基础上给出了适合多阶重力分量的深度加 

权公式。 
2) 引入密度成像中的约束， 确保反演异常幅值具 

有物理意义，数值结果能有效的降低过度聚焦效应。 
3) 充分与多类单一正则化反演方法对比， 实验结 

果表明混合正则化反演能有效的勾勒异常边界。 
4)  在反演不同埋深的异常源时，与聚焦反演相 

比，混合正则化反演对复杂地质构造具有更强的适应 

性，能有效地避免聚焦反演过度聚焦的现象，并较为 

准确的描述不同深度异常源。 
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